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Common use cases for Disjoint Layer 2 VLAN configs

Use casel

Management (OOB and Storage) and DMZ (VM
traffic) are connected to different upstream
networks - a common DMZ deployment for

UCS for Banks Fabric Interconnect A |

e e e

Use case 2

VMs deployed are part of different groups using
common storage infrastructure. Networks are
iIsolated and disjoint

Use case 3

Management (OOB and Storage) and Backup
(via a backup proxy VM) are connected to
different upstream networks
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Summary of supported configurations

« For ESXi deployments - This document covers the steps to add additional
VNICs to the hosts, the disjoint L2 configuration in UCSM and the virtual
switch configuration in VMware vCenter.

« For AHV deployments - Support for adding additional vNICs is not
supported. However, a disjoint L2 configuration is still possible in a dual-VIC
hardware configuration, i.e. a Cisco VIC mLOM + Cisco VIC PCle card,
because the default configuration built by Foundation will have 4 vNICs.

« Guest VM Networking - In FI managed mode, we support the addition of 3rd
party NIC cards that are connected directly to ToR switches. This is for
guest VM traffic only and the physical links of the card should be used by
their own dedicated vSwitches. These NICs should be disconnected during
install. Note: Cisco VIC cards can't be used for this purpose
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Assumptions and Prerequisites

« This document assumes all northbound network connections have been
established between the Fabric Interconnects and their northbound
switches, and the configuration of the allowed VLANSs has already been
completed on the northbound switches.

« This document assumes a basic disjoint layer 2 configuration as shown in
the diagram following this slide, where two northbound paths exist from
each Fabric Interconnect, each carrying a distinct set of VLAN IDs.

« This document does not cover the initial installation of Nutanix but does
cover post-setup configuration tasks necessary to enable disjoint L2
functionality for both ESXi and AHV hypervisors.

« Disjoint L2 with AHV is only possible with dual Cisco VIC cards per server
which has 4 vNICs defined by Foundation during the installation.
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Disjoint Layer 2 Config

Upstream Switch 1

Upstream Switch 2 Upstream Switch 4
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VLANS carried via VLANS carried via
PO10 and PO20 to PO11 and PO21 to

switch 1 and 2: vlan g . e e e S T el switch 3 and 4: vilan

50 and 51 Fabric Interconnect A Fabric Interconnect B o2

Note: In this example all northbound connections are vPC port channels, these uplinks could be single
connections, for example a single link from FI-A to switch 3 and a single link from FI-B to switch 4, each
configured to carry only VLAN 52. This matches the examples shown in the document as built in our lab.
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Log in to Cisco UCS Manager

ity Cisco UCS Manager X + v —

& 5 C A Notsecure | bipsi//10.1.50.9/index.html e Yy O &

]
cisco

UCS Manager

Launch UCS Manager Launch KVM Manager

i© 2009-2023 Cisco Systems, Inc. All rights reserved.

The copyrights to certain works contained in this software are owned by other third parties and used
and distributed under license. Certain components of this software are licensed under the GNU
General Public License (GPL) version 2.0 or the GNU gpl 2.0 and Lesser General Public License
(LGPL) Version 2.1

Terms and Conditions | Supplemental Terms and Conditions | Privacy Statement | Cookie Policy |
Trademarks of Cisco Systems, Inc.

BEL/ \ |}
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Connect to the roaming
cluster IP address, not an
individual FI’s IP address



Enable Uplink Ports

a All - Equipment / Fabric Interconnects | Fabric Interconnect A ... / Fixed Module / Ethernet Ports

Ethemnet Ports

v Equipment
E Y, Advanced Filter 4 Export % Print \i All ﬂ Unconfigured ﬂ Network ﬂ Server M FCoE Uplink M Unified Uplink MApplian:e Storage ﬂ FCoE Storage 3%

Chassis
Slot Aggr. Port ID Port ID If Type Peer
% » Rack-Mounts - —~ oUOToT 7 CTTCOTITOTET Ty STD Mot Pre. > Oisabled
Enclosures - o
- 0 38 Unconfigured v Sfp Not Pre ¥ Disabled
L 2 FEX
0 39 Unconfigured v Sfp Not Pre ¥ Disabled
Servers . -
o= 0 40 5 Unconfigured V sipNot Pre.. ¥ Disabled
—
0 a1 00 Vo sfpNot Pre.. ¥ Disabled
— Fabric Interconnect A (primary)
= 0 42 Unconfigured V sfoNotPre.. ¥ Disabled |f t | d d
” NOt already done,
}{} 0 a3 Unconfigured ¥V Sip Not Pre ¥ Disabled . .
V ponorpre. ¥ aabis configure the uplink ports
0 5 Unconfigured V SipNot Pre.. ¥ Disabled for both Fl —A a nd Fl —_ B for
0 46 Unconfigured v Sfp Not Pre.. ¥ Disatled . .
: ¥ ramn oo ¥ oo all interfaces that will be
- ) AL Q0:08:34:2A'F5...  Unconfigured ¥ Admin Down ¥ Disabled u Sed aS u p | i n kS
Co g 0 ACFS Unconfigured v Sfp Not Pre 4 Disabled
» Ethemet Ports 0 Unconfigured V sifp Not Pre ¥ Disabled
-a - 0 Configure as Uplink Port .. Unconfigured V' sfp Not Pre ¥ Disabled
» PSUs 1 0 et iiemsimiabiiaiinl} ) T Unconfigured V' Sfp Not Pre ¥ Disabled
» Policies : 0 Configure as FCoEt Storage Port Unconfigured V' sp Not Pre ¥ Disabled
Port Auto-Discovery Polic Con i ?
ort Auta-Lliscausry Folicy 1 0 Configure as Appliance Port AFS...  Unconfigured V' Sfp Not Pre ¥ Disabled
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Create Uplink Port Channels (optional)

alualn N Create Port Channel ? X aluals .
asco  UCS Manager asco  UCS Manager
Set Port Channel Name Ports Ports in the port channel
LAN /|
Slot ID Aggr. Po.. Port MAC Slot ID Aggr. Po.. Port MAC All v
Add Ports
No data available Port Ct
y 're - (-7 v LAN
1 0 48 00:08:3 -
Al v LAN Cloud
Name
w Fabric A » Fabric A

run woaninel 3 Port Channels
Create Port Channel
w L plir ke Bt | —

Eth Interface 1/47

 Uplink Eth Interfaces

Eth Interface 1/47

Eth Interface 1/48 Eth Interface 1/48

VLANSs

smization Sets

HOIT Lnan pels
Create Port Channel
» Uplink Ethffemaces =

Eth Interface 1/47

<Prev m Cancel

Eth Interface 1/48

If using port-channels from the FlIs to the uplink switches, create the port channels for FI-A and FI-B,
adding the uplink ports that were enabled earlier.
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Create UCS VLANS

nm _ v\: :,I ™
cisco. UCS Manager - : Create VLANs i
LAN / LAN Cloud / VLANs i -
Frad Al v VLAN Name/Prefix — : | vlans0
VLANs ~ M ~

, Create Multicast Policy

S - AN Multicast Palicy Name : | <not set> v s il
+ LAN Cloud Y, Advanced Filter 4 Export & Print
v Fabric A Name D Type Transport Native o) Common/Global Fabric A Fabric B Both Fabrics Configured Differently
» Dort Channels VLAN default (1) 1 Lan Ether Yes You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
= Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45"  "23", " 23 34-45")
- cth Interfaces -
VLAN IDs: | 5(
]
- y e ation Sets Sharing Type : ‘ ) None Primary Isolated Community
= v Fabric B
» Port Channels
J{} Uplink Eth Interfaces () Add O Info
”s Details
T Thization Sets
General Org Permissions WVLAN Group Membership Faults Events
» QoS Systemn Class
» LAN Pin Groups Fault Summary Properties

» Threshold Policies

® G o Name . default
« - .
0 0 o 0 Native VLAN © Yes
Network Tvoe © Lan

Check Overlap o Cancel

Create all of the VLANs needed in UCS Manager, for example the VLAN for Nutanix cluster CVMs and
ESXi/AHV host management, and multiple VLANSs for the guest VMs which would be divided across the
uplinks in the disjoint L2 configuration.
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Create VLAN Group ? X

Name lan51
reate roups
Add Uplink Ports
+ - Native VLA
Add Port Channels Select Name Native VLAN
vian3068
All LAN / LAN Cloud / VLAN Groups vianso
v v lan51
s . Eua - vian52
v LAN VLAN Groups Events
v LAN Cloud 4+ =— TY,Advanced Filter 4 Export % Print et VAN
» Fabric A MName Native VLAN MNative VLAN DN Size
» Fabric B LAN Cloud
» QoS Systemn Class Next > m Cancel
» LAN Pin Groups
» Threshold Policies Create VLAN Group ? X
Select VLANs Port Channels Selected Port Channels
i i
\,f 5 Add Uplink Ports
Name Fabric ID ID Name Fabric ID D
v Appliances Py — No data available 110
511
» Fabric A
» Fabric B
VLANS

(*) Add

Create a VLAN Group for each set of uplinks, adding to it the VLAN IDs carried by those uplinks, and
adding the port channels or the individual uplink ports to the group as well. For our example we wiill
create two VLAN groups, one with VLAN 51, and one with VLAN 52.
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Create VLAN Group ? X

e Name lan52
roups continue
Add Uplink Ports
4+ [ Native VLA
Add Port Channels Select Name Native VLAN
vian3068
Al LAN / LAN Cloud / VLAN Groups vianso
M vian51
. i - - v vlans52
v LAN VLAN Groups Events
v LAN Cloud 4+ — TY,AdvancedFiter 4 Export % Print oo ULAN
» Fabric A Narme Native VLAN MNative VLAN DN Size
» Fabric B LAN Cloud
» QoS Systemn Class Next > m Cancel
» LAN Pin Groups
» Threshold Policies Create VLAN Group B X
Select VLANs Uplink Ports Selected Uplink Ports
Fabric ID  Slot ID Agare. Port ID Fabric ID  SlotID Aggre. Port ID
\.f M Add Uplink Ports
No data available A 1
v Appliances Add Port Channels &
» Fabric A
» Fabric B
VLANS

(*) Add

Create a VLAN Group for each set of uplinks, adding to it the VLAN IDs carried by those uplinks, and
adding the port channels or the individual uplink ports to the group as well. For our example we wiill
create two VLAN groups, one with VLAN 51, and one with VLAN 52.
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Nutanix Installation
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Install a new Nutanix Cluster

Perform a standard installation of Cisco Compute Hyperconverged with Nutanix, following the latest
version of this document at Cisco Communities: https://community.cisco.com/t5/unified-computing-
system-knowledge-base/cisco-compute-hyperconverged-with-nutanix-field-quide/ta-p/4982563

ol I 1l I [N
© 2023 Cisco and/or its affiliates. All rights reserved.
cisco ! 9
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Modify UCS Configurations

 Modify Configuration for ESXi
 Modify Configuration for AHV

ol I
© 2023 Cisco and/or its affiliates. All rights reserved.
CCCCCCC



Modify UCS Config for ESXi
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Add vNICs to the Nutanix Service Profiles

All

v Servers

» Service Profiles

v root

fdtnWMP27210026 (@)

-

fdtnWMP27210024

-

fdtnWMP2721002U

-

fdtnWMP2721004X ()

-

fdtnWMP2721005€ ()

-

fdtnWMP2721005F ()

Sub-Organizations
» Service Profile Templates
* root )
» Service Template NTNX-SP-templz
Sub-Organizations
* Policies
* oot
» Adapter Policies
» BIOS Policies
» Boot Policies
» Diagnostics Policies
» Graphics Card Policies

* Host Firmware Packages

Servers | Service Profiles / root /| Service Profile fdtnWMP27...

General Storage ISCSI vNICs viMedia Policy Boot Order Virtual Machines FC Zones Policies
Actions Dynamic vNIC Connection Policy
Modify vNIC/vHBA Placement Nothing Selected
vNIC/vHBA Placement Policy
MNothing Selected
LAN Connectivity Policy
LAN Connectivity Policy <not set> v
LAMN Connectivity Policy Instance :
Create LAN Connectivity Policy
vNICs
Y. Advanced Filter 4 Export % Print
MName - MAC Address Desired Order Actual Order Fabric ID Desired Place...  Actual Placem...
vNIC 1-fabric-A 00:25:B5:A0F.. 1 1 A Any
vNIC 1-fabric-B 00:25:B5:A0F... 2 2 B Any
() Add

© 2023 Cisco and/or its affiliates. All rights reserved.
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Add two new VNICs to each
of the Nutanix Service
Profiles for all the servers in
the cluster. In our example,
these two VNICs will carry
only VLAN 52, as the
original two vNICs were
configured to carry VLAN
51 by Foundation during the
installation. The first vNIC
will be configured on Fabric
A, the second on Fabric B.



Add the First New vNIC

Create WNIC » % * Give the new vNIC a descriptive name to

o B differentiate it from the original vNICs.

« Select a MAC address pool with enough
o available addresses for all the new
mm interfaces.

R - Select Fabric A, and DO NOT enable

Fabric D : o) Fabric A Fabric B [ ] Enable Failover fa I | Ove r .
Enable QinQ: [J

Mot 1 0 LA i condr iy sl ) e o ceches « Select only the vlan ID or IDs which will be
s s o e Gt carried on the secondary uplinks, in our
| example only VLAN ID 52. DO NOT select
. any of them as native.
- * NOTE: you cannot mix VLANs from the
Jh different uplinks or VLAN groups on a
o Sonce [T single vNIC, this will cause a config error.
: * You may select a VLAN Group instead of
< - VLANs one-by-one.
« Modify the MTU to 9000.
« Select the network control policy which
matches the name of the server’s service

profile.

MAC Address Assignmeft! Nutanix(52/64) w

- Create Ethernet Adapter Policy
Adapter Policy : <not set> v .

I Create QoS Policy
QoS Policy o] <notset> ¥

Create Network Control Policy
Network Control Policy fdtnWMP27210026 e or el

© 2023 Cisco and/or its affiliates. All rights reserved.
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Add the Second New vNIC

Cronte WNIC D « Give the new vNIC a descriptive name to
= differentiate it from the original vNICs.
« Select a MAC address pool with enough
e available addresses for all the new
o et e vt interfaces.
| « Select Fabric B, and DO NOT enable
e < O Fobie > ras R failover.
» Select only the vilan ID or IDs which will be
VLA LA ot il ke e e cve e Agplarce Ol e e .3 e clsh carried on the Secondary up”nkS, in our
: example only VLAN ID 52. DO NOT select
any of them as native.
- . « NOTE: you cannot mix VLANs from the
different uplinks or VLAN groups on a
oo . [SNIC N o e single vNIC, this will cause a config error.
- * You may select a VLAN Group instead of
' D VLANs one-by-one.
* Modify the MTU to 9000.
« Select the network control policy which
matches the name of the server’s service
profile.

Use vNIC Template : ]

- Create Ethernet Adapter Policy
Adapter Policy o] <notset> ¥ e ‘

- Create QoS Policy
QoS Policy ©| =notset> v

Create Network Control Policy
Metwork Control Policy fatnWMP27210026 v reate or et

CISCO © 2023 Cisco and/or its affiliates. All rights reserved.



Verify the Desired Order and Save Changes

vNICs
Y, Advanced Filter 4 Export & Print e Save Changes X
MName MAC Address E Desired Ord..~ E Actual Order Fabric ID Desired Place...  Actual Placem...  Admin Host Port  Actual Host Port A\, Your changes:
H H &ac vNIC 2-fabric-A (
-~ 1 £ A T - . R q .. LA Create: Network vian5!
vNIC 1-fabric-A 00:25:B5:A0:F A Ay WOMNE
wNIC 1-fabric-/ 00:25:B5:A0:F .. 1 A Any AN IONE Creste: vNIC 2-fabric-
) ) Create: Network vian5:
vNIC 1-fabric-B 00:25:B5:A0F.. 2 2 B Any 1 ANY NONE
Will require User Acknowledgement before the Reboot of:
o - . - - Service Profile fdtnWMP27210026 (org-root/ls-fdinWMP2 72 T10026) [Server: k-unit-4]
vNIC 2-fabric-A Derived 3 unspecified A Any Any ANY NOME ervice Profile fdtn (org-root/ls 0026) [Server: sys/rack-unit-4]
Or pending changes will be applied during the next reboot.
vNIC 2-fabric-B Derived 4 unspecified B Ay Any ANY NONE

(+) Add

Save Changes Reset Values

Verify that the new vNICs are listed with their desired order as 3 and
4, then save the changes in the service profile. The changes will result
in pending changes which will automatically take effect on the next
reboot of the node.

© 2023 Cisco and/or its affiliates. All rights reserved.
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Are you sure you want to apply the changes?

Pending Activities 4

4is There are activities in the system requiring reboot.
Click the Pending Activities button on the toolbar to acknowledge.

Se

nid Do not show again




Repeat for all the Nutanix Service Profiles

Illllll'l
Ccisco

All

v Servers
» Service Profiles
v root ()

fdtnWMP27210026 [§]

-

fdtnWMP27210024 ()

-

fdtnWMP2721002U )

-

fdtnWMP2721004X )

-

fdtnWMP2721005E (O

-

fdtnWMP2721005F ()

Sub-Organizations
» Service Profile Templates
v root ()
» Service Template NTNX-SP-temple
Sub-Organizations
* Policies
* root ()

Adapter Policies

-

-

BIOS Policies

-

Boot Policies

-

Diagnostics Policies

-

Graphics Card Policies

* Host Firmware Packages

Servers | Service Profiles / root /| Service Profile fdtnWMP27...

=
General Storage | MNetwork

ISCSI vNICs viiedia Policy Boot Order Virtual Machines FC Zones Policies
Actions Dynamic vNIC Connection Policy
Modify vNIC/vHBA Placement Nothing Selected
vNIC/vHBA Placement Policy
Mothing Selected
LAN Connectivity Policy
LAN Connectivity Policy D «not set> w
LAN Connectivity Policy Instance :
Create LAN Connectivity Policy
vNICs
Y. Advanced Filter 4 Export A% Print
MName MAC Address Desired Order Actual Order Fabric ID Desired Place... Actual Placem...
vNIC 1-fabric-A 00:25:B5:A0:F... 1 A Any 1
vNIC 1-fabric-B 00:25:B5:A0:F... 2 2 B Any 1
vNIC 2-fabric-A 00:25:B5:A0:F.. 3 3 A Any 1
vNIC 2-fabric-B 00:25:B5:A0:F 4 4 B Any 1
() Add

© 2023 Cisco and/or its affiliates. All rights reserved.

Repeat the process until all
the service profiles in the
cluster have 4 vNICs set
with the appropriate VLAN
IDs, then proceed with
rolling reboots of the nodes
in the cluster to apply the
new configuration.



Place First Node in Maintenance Mode and Reboot

Q

Overview -«

m Dk °

node-1

node-2
node-3
node-4
node-5

node-6

Summary > node-1

Diagram

witch

Host IP cvmIp

[:] 1015114 101.51.21
(1] 1015115 101.51.22
(1] 1015116 101.51.23
(1] 1015117 10151.24
(] 1015118 101.51.25
(] 101.5119 101.51.26

ESXi

ESXi

ESXi

ESXi

ESXi

214%

2.4%

14.91
GHz

14.91
GHz

14.91
GHz

14.91
GHz

14.91
GHz

14.91
GHz

Turn On LED

Memory  Memos
Total Disk Usage  Disk Usage Disk IOPS
Usage Capacit

3834 155.63 MiB of 8.93

1.69% 0% 0
1GiB TiB
3834 173.28 MiB of 8.93

1.64% 0% 0
1GiB TiB
3834 146.52 MiB of 8.93

1.63% 0% 0
168 Tie
3834 150.79 MiB of 8.93

168% 0% 0
168 Tie
3834 154.58 MiB of 8.93

168% o 0
168 Tie
3834 162.5 MiB of 8.93

Nn64% o 0
168 Tie

Turn Off LED Enter Maintenance Mode Repair Host Boot Dev

+ Expand Cluster

6 Hosts o

SRR -

admin v

Repair Host Boot Device

Disk 10 BW

4KBps

0 KBps

0KBps

1KBps

4KBps

4 KBps

0.08
ms

015 ms

0.2ms

ce X Remove Host

Place the first node into maintenance mode via

vCenter, Prism Element or Prism Central. If using

vCenter you will likely have to manually shut down
the controller VM (CVM) on the node for the node
to enter maintenance mode. Then reboot the
node to apply the new vNIC changes.

llllulllu
Ccisco
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— vSphere Client Qf

ju

w

B B @

vcenter punisher.local

v [FH Datacenter
v LE]] MB-6node

[ node-1punisher

[ node-2 punishe
[F node-3.punishe

B B @

([

- vcenter punisher.local
« [FR Datacenter

(] Mé-6node

|?| node-2.punishg

[F node-3punisheg

] node-4.punishe

[ node-5.punishg

[ node-6.punishg

& NTNX-WMP27

—

@ NTNX-WMP27

[}] Actions - node-1.punisher.local

& New Virtual Machine..

& Deploy OVF Template..

@ Import VMs
Maintenance Mode
Connection

FPower

@ Import VMs
Maintenance Mode
Connection
Power
Certificates
Storage

@" Add Networking

Host Profiles

bunisher.local

pnitor Configure

Hypervisor:

Model:

P ACTIONS

Permissions

VMware ESXi, 7.0.3,
UCSC-C

f# Enter Maintenance Mode

ton(R) Golc

= Exit Maintenance Mod

State: Connected
Uptime: 1days
Ul D
nfigure Permissions
WMware ESXi, 7.0.3,

UCSC-C220-M65
e Intel{R) Xeon(R) Gold
g Esors: 96
. 2
L ,
| [F o e

& Reboot




Verify Pending Change Applied and Cluster State

Pending Activities

Data Resiliency Status

‘ User Acknowledged Activities ‘ Scheduled Activities
Service Profiles Fabric Interconnects Servers Chassis Profiles
Y, Advanced Filter 4 Export & Print w/‘ Show Current User's Activities Acknowledge All Data resmency is reduced
m i - | li
MName Overzll Status Server 4 Acknowledgment St Config. Trigger State Reboot Now SyStem is self healmg
rvice Profile fd...  Pending Reboot ting For Next Boo
i A
Pending Reboot R e Rebuild Progress 66% @
Pending Reboot ySirack-unit Waiting For User Waiting For Next Boot . .
: varng e Failure Domain B Node
ice Profile fd...  Pending Reboot g For ting For Next Boo
Service Profile fd...  Pending Reboot g For ting For Next Boo Fault Tolerance ?] v1

Verify the pending activity in UCSM for the first server is
automatically applied during the reboot. Observe that the Nutanix
cluster Data Resiliency Status will be in either a or Error
status depending on the configured redundancy factor setting. OK

After the node reboots, exit from maintenance mode and ensure s pereeuen
the controller VM boots. Do not place any additional nodes into

Data Resiliency Status

maintenance mode or reboot them until the first server has booted Failure Domain @ Node
and the Resiliency Status returns to OK. Repeat the reboots, rolling Fault Tolerance @ 2
through all servers one-by-one.
afraln
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Modify UCS Config for AHV
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Requirements and Caveats

llllulll
Ccisco

Extra vVNICs cannot be added to the UCSM configuration when running AHV

Disjoint L2 configuration is therefore only possible with dual VIC configurations which
are built by Foundation with 4 vNICs by default

Foundation will build the system with all 4 vNICs as uplinks on a single OVS virtual
switch carrying one native VLAN

The process is to remove one pair of uplinks from the default OVS virtual switch, and
create a new virtual switch using those uplinks

Adding or removing uplinks from an existing OVS virtual switch, and creating the new
virtual switch will each result in rolling reboots of the hypervisors

! © 2023 Cisco and/or its affiliates. All rights reserved.



Determine in UCSM which uplinks to remove from each node

‘ Al . Servers | Service Profiles / root / Service Profile fdtnWMP27... TWO Strateg |e S
] a Storac etwork vMedia Policy Boot Order Virtual Machines FC Zones Policies Server Details CIMC Sessio > 'I ] S p | It C a rd S U S e
both A and B side
fdtnWMP27210026 (@) 4 Al e s VN | CS fI’O m one
> anezrz1o0z) @ card as the uplinks

» fdtnWMP2721005€ (D

Sub-Organizations fOr the neW Vlrtual

v Service Profile Templates LAN Connectivity Policy

* root ()

» Service Template NTNX-SP-temple

switch.
4 2. Spread vNICs: Use
e the A side from one

vNICs

oo @ card and the B side

» Adapter Policies Y, Advanced Filter 4 Export o Print -I:I—

» BIOS Policies MName - MAC Address Desired Order Actual Order Fabric ID Desired Plac...  Actual Place...  Admin Host P...  Actual Host P... fro' I l th e Oth e r Ca rd
» Boot Policies vMNIC 1-fabric-A 00:25:B5:A0:F9:02 unspecified 2 A 1 1 ANY NONE a S th e u p | i n kS

LAN Connectivity Policy D | =not set> w

LAN Connectivity Policy Instance :

» Diagnostics Palicies vNIC 1-fabric-8 00:25:B5:A0:F9:00 2 ] B T\ ANY NONE
» Graphics Card Policies VwNIC 2-fabric-A 00:25:B5:A0:F9:03 1 1 A ANY NONE
v Host Firmware Packages . = N - .
vNIC 2-fabric-B 00:25:B5:A0:F9:01 unspecified B ANY NONE n t e
default 4

/ placement designates

fdtnWMP2721002U #) Add Wh|Ch C|SCO VlC the
Removing these two vNICS Removing these two VNICS  yNIC is placed on.

would be an example of a Split would be an example of a  Note the MAC
Card configuration Spread VNIC configuration  addresses to verify the
afraln
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Add VLANs in UCS Manager

UCS Manager

e Al LAN / LAN Cloud / VLANs
-
VLANs
E v LAN
v LAN Cloud Y, Advanced Filter 4 Export & Print
EIFE v Fabric A Narme D Type Transport Native
» Port Channels VLAN default (1) 1 Lan Ether Yes
=
= sih Interfaces VLAN vlan50 (.. 50 Lan Ether No
-
-
» VP Optimization Sets
= v Fabric B
» Port Channels
}'13 Uplink Eth Interfaces ‘+ Add O nfo
Details
> Mization Sets
eral Org Permissions VLAN Group Membership Faults Events
» QoS Systemn Class
» LAN Pin Groups Fault Summary Properties
v Threshold Policies
® o 0 Name . default
0 0 0 0 Native VLAN : Yes
Network Type : Lan

Create additional

© 2023 Cisco and/or its affiliates. All rights reserved.
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Create VLANs

VLAN Name/Prefix vlans1
Create Multicast Policy
Multicast Policy Name : | <potset> feae ues olCY
‘®) Common/Global () Fabric A ¢ ) Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN 1Ds in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", "29,35,40-45", " 23" "23,34-45")

51

VLAN IDs :

Sharing Type : ‘ o) None () Primary ) Isolated () Community

Check Overlap

Cancel

Y

VLANSs in UCS Manager for guest VMs, if not already created earlier




Modify the VLAN(s) of the Nutanix Host vNICs

All

* Servers

v Service Profiles

v root ()
fdtnWMP27210026 (@)

» fdtnWMP2721002U @)
» fdtnWMP2721005E @
Sub-Organizations

¥ Service Profile Templates

v root ()

» Service Template NTNX-SP-templz

Sub-Organizations
v Policies

v root ()

Adapter Policies

-

-

BIOS Policies

-

Boot Policies

-

Diagnostics Policies

-

Graphics Card Policies
» Host Firmware Packages
default

fdtnWMP27210026

Servers | Service Profiles / root / Service Profile fdtnWMP27...

Virtual Machines
Assigned Only
All

All

FC Zones Palici

General Storage Network SCSI vNICs vMedia Policy Boot Order
4
LAN Connectivity Policy
LAN Connectivity Policy
LAN Connectivity Policy Instance :
Create LAN Connectivity Policy
vNICs

<not set> v

Yo Advanced Filter 4 Export % Print
Narme - MAC Address Desired Order Actual Order Fabric 1D Desired Place Actual Placem
wNIC 1-fabric-A 00:25:B5:A0:F...  unspecified 2 A 1
vNIC 1-fabric-B 00:25:BS:A0:F... 2 B 1 1
vNIC 2-fabric-A 00:25:B5:A0:F... 1 1 A 2 2
vNIC 2-fabric-B 00:25:B5:A0:F... unspecified 2 B 2 2

Modify vNIC Y
Name : 2-fabric-A
MAC Address
MAC Address Assignment]| Nutanix(52/64) v
Create MAC Pool
MAC Address : 00:25:B5:A0:F9:03
The MAC address will be automatically assigned from the selected pool.
The MAC address assignment change will be effective only after server reboot.
Use vNIC Template : O
Create vNIC Template
Fabric ID ®) Fabric A ) FabricB u Enable Failover
Enable QinQ: [J
Note: The QinQ VLAN selection is considered only when the Enable QinQ check box is checked.
VLANs VLAN Groups
default 1
vlan3068 3068
vianb0 50
vians1 L 51
v vianb2 o2

fdtnWMP2721002U [i] Delete (¥) Add @ Modify

Modify the VLANSs to the vNICs of the Nutanix service profiles. For example, change the

two VNICs on the second VIC to carry only the disjoint L2 VLAN ID, leaving the other two
vNICs carrying the other VLAN(s). These VLANs must be non-native (i.e. tagged), while
the original VLAN used during installation is native. Repeat for all the hosts in the cluster.
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Reset Values



Guest VM Networking

 Guest VM Networking for ESXi
 Guest VM Networking for AHV




Configure Guest VM Networking for ESXi
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Verify New Physical Adapters

vSphere Client O (5 & Administrator@VSPHERE.LO
< . .
B node-l.punisher.local ! ACTIONS
[D] @ @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
v vcenter punisher.local Storage o phySical adapters

+ R Datacenter
Storage Adapters &F Add Networking... £ Refresh ‘

v [ M6-Bnode
Actual Speed v  Configured Speed v Switch . MAC Address §

Storage Devices Device
node-1.punisher.local T
Host Cache Configuration % vmnico 25 Gblt's 25 Gblt's

vSwitchQ 00:25:b5:a0:79:0a

=)

F node-2.punisher

[ node-2punisher.local Protocol Endpoints 5 vmnict 25 Goivs 25 Goit's ho 00:25:b5:a0:12:07
[ node-4punisher loca I/O Filters 7 vmnic2 25 Gbit's 25 Gbit's - 5:b5:a0:f9:0e
N . T vmnic3 5 Gbitis 5 Gbit/s — 00:25:b5:a0:19:07
B 5.punisher local Networking v £ vmnic 25 Gbiv 25 GbIv 5:b5 9

[F node-6.punisher.loca Virtual switches

& NTNX-WMP272

G NTNX-WMP27

G NTNX-WMP27

© 2023 Cisco and/or its affiliates. All rights reserved.
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Add New Virtual Switch

E node-1.punisher.local ! ACTIONS
Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v Virtual switches ADD NETWORKING... || REFRESH
Storage Adapters v Standard Switch: vSwitchO ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS

Storage Devices

Host Cache Configuration —

Protocol Endpoints & Backplane Network ’7 v Physical Adapters
I/C Filters WLAN ID: -- | 1 vmnicO 25000 Full
» Virtual Machines (1) \E ] vminic 25000 Full

Metworking N |

Virtual switches & Management Network

VMkernel adapters VLAN ID: —

Physical adapters v WMkernel Ports (1)

TCPR/IP configuration vmkO :10.1.51.14 o

© 2023 Cisco and/or its affiliates. All rights reserved.
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Add New Virtual Switch Continued

node-1.punisher.local - Add Networking

X node-1.punisher.local - Add Networking

B 1 Select connection type Select connection type

2 Select target device Select a connection type to create.

+ 1Select connection type Select target device

3 Connection settings

4 Ready to complete (_) VMkernel Network Adapter

iSCol NES ECobE :AITT(WW ySAN B

Lmanagementan

° Virtual Machine Port Group for a Standard Switch

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion

2 Select target device Select a target device for the new connection

3 Create a Standard Switch

4 Connect

settings

5 Ready to complete

d etc

(_) Select an existing standard switch

© New standard switch

A port group handles the virtual machine traffic on standard sw

() Physical Network Adapter

CANCEL

A physical network adapter handles the network traffic to other hosts on the network.

MTU (Bytes)

1500
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node-1.punisherlocal - Add Networking X node-1.punisher.local - Add Networking x

+ 1Select connection type Create a Standard Switch

+ 2 Select target device Assign free physical network adapters to the new switch.

3 Create a Standard Switch

ssigned adapters All
4 Connection settings

Properties CDP  LLDP

5 Ready to complete

Adapter
Active adapters Name
(New) vmnic2 Location
Driver
Standby adapters
i (New) vmnic3 Status
Status

Unused adapters Actual speed, Duplex

Configured speed, Duplex
Networks

Network I/O Control
Status

SR-IOV
Status

Cisco Discovery Protocol
(@ Cisco Discovery Protocol is

CANCEL

Cisco Systems In
vmnic2

PCI 0000:35:00.2
nenic

Connected

25 Gbit/s, Full Du
25 Gbit/s, Full Du
No networks

Allowed

Not supported

not available on t

+ 1Select connection type
+ 2 Select target device
+ 3 Create a Standard Switch

4 Connection sef

gs
5 Ready to complete

Connection settings
Use network labels to identify migration-compatible connections common to two or more
hosts

Network label vlan52

VLANID 52 v

CANCEL

NEXT




Add New Virtual Switch Completed

node-1.punisher.local - Add Networking x [ node-l.punisher.local ! ACTIONS
+ 1Select tion t . L
elect connection type Ready to complete Summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks  Updates
+ 2 Select target device Review your settings selections before ﬂmshmg the wizard.
+ 3 Create a Standard Switch . .
+ 4 Connection settings New standard switch vSwitchl Storage v Virtual switches ADD METWORKING... | REFRESH ]
Virtual machine port group vlan52
Assigned adapters vmnic2, vmnic3 Storage Adapters > Standard Switch: vSwitchNutanix
Switch MTU 1500
VLAN ID 52 Storage Devices

Host Cache Configuration v Standard Switch: vSwitchl ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS

Protocol Endpoints

I/O Filters

@ vlan52 v Physical Adapters

Networking v -
WLAN ID: 52 [} ] vmnic2 25000 Full
Virtual switches Wirtual Machines (0) d T vmnic3 25000 Full

VMkernel adapters

Physical adapters

TCPR/IP configuration

Virtual Machines ~
CANCEL BACK
VM Startup/Shutdown

Add a new standard virtual switch, using the two new vNICs as the uplinks, with vmnic2 as active

and vmnic3 as standby, plus one or more port groups carrying the disjoint L2 VLAN IDs. Repeat

the steps for all the servers in the cluster. Afterwards, new or existing VMs can be created or
migrated to use the additional disjoint layer 2 VLANS.

ol I 1l I I
© 2023 Cisco and/or its affiliates. All rights reserved.
cisco ! 9



Configure Guest VM Networking for AHV
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Verify in Prism Element the uplinks to remove

S - O~ SN \erify in Prism Element the
e oo s e T o msmweasw Host NICs as seen by AHV and
match their MAC addresses to
determine which uplinks to
remove from the default virtual
switch. In our example we will
use Split cards, so we will
remove ethO and eth1, as they

are the A and B pair from the

je-4 T Turn Off L Enter Host D d : . Vl : .
HOST DETAILS Host Performance Host Usage Host NICs Host Alerts Host Events U S M
Host Name node-4 :
PPPPP

Host Type Hyperconver ged HostN MAC Add Fx P g
Hypervisor IP 101.5117

ethO 25000000 00:25:b5:a0:f9:03 2 2 0 4] 0 Q
Controller VM IP 101.51.24

eth1 25000000 00:25:b5:20:f9:01 2 2 0 (o] 0 (o]
IPMI IP N/A
Node Serial WMP27210026 eth2 25000000 00:25:b5:a0:/2:00 12,887 13.647 0 0 0 Q
Block Serial WMP27210026 eth3 25000000  00:25:b5:20:9:02 2 2 0 0 0 0
Block Model Cisco UCS C220-M65
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Remove the uplinks from the default OVS virtual switch

admin v

M6-3node-dualVIC

Include Controller VMs 3VMs - Q
IP Memory CPU Memory Controller troller Controller IO
VM Name Host Cores Storage Backup...
Addresses Capacity Usage Read IOPS Write I1OPS Bandwidth Mode
_ . i 5.24 2194
NTNX-node-4-CVM node-4/AHV 101.51... 12 32GiB -/ 0GB - % - - - - No 7 No
%
Edit Virtual Switch
© General 2 Uplink Configuration
| - o Virtual Switch Name
Network Configuration ? x vs0
Description
! Subnets Internal Inter Virtual Switch
Default Virtual Switch

Physical NIC MTU (bytes)

[ 1500
Name * Bridge MTU (bytes) Bond Type MTU has to be a value in the range 1280 to 9216 inclusive.
vs0 br0 1500 Active-Backup Select Configuration Method

© Standard (Recommended)

This method will ensure minimal disruption to the workloads by placing the hosts in maintenance mode during the

configuration. The process can take a significant amount of time to complete depending on the number of workloads.

O Quick
aced in maintenance mode in this

This method can briefly interrupt the workloads on the cluster. The hosts will not be

method. Use this method only if the cluster is not running production workloads at this time.

Cancel
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Select uplinks to remove

Edit Virtual Switch

Select Hosts

All Hosts x

Select Uplink Ports

Show

© Connected and Unconnected Uplink Ports
O Only Connected Uplink Ports
On Switches (with LLDP)

All switches

Uplink Port Speeds

All Speeds
Select All  Clear All

Hosts 106G NICs
4 ports DA

O etho B

O etht B

eth2 @

eth3 @

No simultaneous configuration changes to the virtual switches of this clus

¢ Back

© 2023 Cisco and/or its affiliates. All rights reserved.
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ter are allowed until this operation is complete.

Uncheck the box next to the
uplinks to be removed from this
virtual switch. Expand the section
for each host, unselecting the
uplinks to be removed from all the
hosts, then click Save.



Monitor rolling reboots until completed

Mé&-3node-dualVIC

Viewing all 16 Tasks

Task Entity Affected Progress Status

Hypervisor rolling restart Cluster | Details — 28% Running

© 2023 Cisco and/or its affiliates. All rights reserved.
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Verify the nodes now only use 2 uplinks

M6-3node-dualVIC Network admin v

Virtual Switches (VS) Q Group by Power St...¥ 3 hosts v One Switch v
vs0 ®
Power State : On Ur 0 Switc
Other 3 VMs Data Unavailable
VLAN Unassigned Host node-4

00

00

Host node-6

00

© 2023 Cisco and/or its affiliates. All rights reserved.
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Create a new virtual switch

M6-3node-dualVIC

admin v

Overview - Table +
- Include Controller VMs 3 VMs - 2 Q
1P Memory CPU Memory Controller Controller Controller 1O Controller o] Flash
VM MName Cores a Backup..
Addresses Capacity Usage Usage Write IOPS Bandwidth Mode
. . . i 5.24 2194
NTNX-node-4-CVM node-4/AHV 101.51.... 12 32GiB -/ 0GB - o - - - - No 7 No
o o
t Create Virtual Switch
Network Configuration ? x
o General 2 Uplink Configuration
t  Subnets Internal Interfaces Virtual Switch
!
Name * Bridge MTU (bytes) Bond Type
vsQ br0 1500 Active-Backup 4 Physical NIC MTU (bytes)
1500

MTU has to be a value in the range 1280 to 9216 inclusive.

Select Configuration Method
O Standard (Recommended)

This method will ensure minimal disruption to the workloads by placing the hosts in maintenance mode during the

configuration. The process can take a significant amount of time to complete depending on the number of workloads.

Choosing the standard or quick option appears to result in
rO”ing rebOOtS Of the hyperViSOrS_ This method can briefly interrupt the workloads on the cluster. The hosts will not be placed in maintenance mode in this

method. Use this method only if the cluster is not running production workloads at this time.

Cancel

]
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Create a new virtual switch continued

Create Virtual Switch

_ Leave the bond type as Active-

Active-Backup B k
ackup.
One adapter in the bond is active. Additional adapters act as backup until the active adapter fails. Link Aggregation must not E
xpand each node and select the

be configured on the connected switch.
o two uplinks which were removed
Al Host » : from the default virtual switch.

Click Create.

Select Uplink Ports

Show
© Connected and Unconnected Uplink Ports
© Only Connected Uplink Ports

On Switches (with LLDP)

switches

Uplink Port Speeds

All Speeds
Select All  Clear All
Hosts 10G NICs
node-4 4 ports D =
ethO
ethl

< Back Cancel
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Monitor rolling reboots until completed

Mé&-3node-dualVIC

Viewing all 16 Tasks

Task Entity Affected Progress Status

Hypervisor rolling restart Cluster | Details — 28% Running
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Verify the configuration

M6-3node-dualVIC Network ¢ admin v

Virtual Switches (VS) Q Group by Power St...¥ 3 hosts v One Switch v
vsO L
Power State : On . — o
vs2 ‘ =
3 VMs — Data Un ilable
=
Other Hostness

VLAN Unassigned

(o} o]

(m]

Host node-5 e
(=
| =

Host node-6

D0
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cisco ! 9



Create VM Subnet(s)

M6-3node-dualVIC

admin ¥

Overview - Table + C
- Include Controller VMs 3VMs o Q
IP Memory CPU Memon Controller Contro Flash
VM Name Host Cores Storage Backup..
15505 Capacity Usage Usage Write IOPS Mode
X ) i 5.24 2194
¢ NTNX-node-4-CVM node-4/AHV 101.51.... 12 32GiB -/0GiB . % - - - - No 7 No
6
Network Configuration ? x Create Subnet ? x Create Subnet ? x
] i
Subnets Internal Interfaces Virtual Switch Subnet Name Subnet Name
vlan51 vlan52
] ¢
configured Virtual Switch Virtual Switch
vsO ~ vs2 ~
' ¢
Create Subnet
VLAN ID VLANID
0 52

(O Enable IP address management (O Enable IP address management

ssignments within the

This gives AHV control of |

Cancel m Cancel m

This gives AHV control of IP nments within the network

Create the needed subnets with
the necessary VLAN [Ds and ‘ >

aSSOCiating them With the , Subnets Internal Interfaces Virtual Switch
appropriate virtual switches. ‘
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Distributed Virtual Switch Migration
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Create New Distributed Virtual Switch(es)

— vSphere Client @) New Distributed Switch Name and location X
— b Specify distributed switch name and location.
( Name DSwitch-Nutanix
Datacenter ! ACTIONS DswitehNutani
Location ER Datacenter

1N} @ @ Summary Monitor Configure F

enter punisher local Hosts: 6

w VC

Virtual Machines: 11

HH Datacergss

® Back EiH Actions - Datacenter Clusters: 1
& Bac
Networks: 4
2 minel  FF Add Hoct
@ ntnx [J Add Host. L Datastores: 7
& wvlang
= " [[h New Cluster_..
& wM
MNew Folder >

&5 New Distributed Switch... ‘l

v

Distributed Switch

CANCEL NEXT

fib New Virtual Machine.. Import Distributed Switch... ‘
d

Refer to the official documentation for migration to distributed virtual switches available here:
https://portal.nutanix.com/page/documents/details?targetld=vSphere-Admin6-A0S-v6__7:vsp-cluster-

migrate-std-dist-without-lacp-vsphere-c.html
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https://portal.nutanix.com/page/documents/details?targetId=vSphere-Admin6-AOS-v6_7:vsp-cluster-migrate-std-dist-without-lacp-vsphere-c.html
https://portal.nutanix.com/page/documents/details?targetId=vSphere-Admin6-AOS-v6_7:vsp-cluster-migrate-std-dist-without-lacp-vsphere-c.html

Create New Distributed Virtual Switch(es) Continued

New Distributed Switch Select version X New Distributed Switch Configure settings X
Specify a distributed switch version Specify number of uplink ports, resource allocation and default port group.
| 1 Name and location 1 Name and 1location
° 7.0.3-ESXi 7.0.3 and later Number of uplinks 2
2 select version (O 7.0.2- ESXi 7.0.2 and later Select version
() 7.0.0 - ESXi 7.0 and later Network I/O Control Disabled v
. 3 Configure settings
() 6.6.0 - ESXi 6.7 and later
i Default port group Create a default port group
() 6.5.0 - ESXi 6.5 and later
Port group name vlan517D9|

@ The multicast filtering mode on the switch will be set to IGMP/MLD
snooping if you continue with the selected version.

Features per version (1)

CANCEL BACK NEXT CANCEL BACK NEXT

Create the new vDS for the cluster with 2 uplinks and a default port group to match the existing port
group already in place. If you are not building a disjoint L2 setup and have dual Cisco VIC cards, you
can configure with 4 uplinks. For a disjoint L2 setup, create a second vDS with 2 uplinks, also with
port groups for the disjoint L2 VLANS, set with the correct VLAN IDs.
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NULTD

(=) Actions - DSwitch-Nutanix ‘

Distributed Port Group (&5 New Distributed Port Group...

[z Add and Manage Hosts mport Distributed Port Group

New Distributed Port Name and location

Group

Specify distributed port group name and location

1 Name and location Name

Location = DSwitch-Nutanix

management-pg

Create distributed port groups for
management, vmotion and the Nutanix
storage backplane traffic. For a disjoint L2
configuration, ensure that the port groups are
created on the appropriate vDS, and that
their VLAN type and ID are properly set.
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Create Additional Distributed Port Groups

New Distributed Port
Group

| 1 Name and location

2 Configure settings

Configure settings

Set general properties of the new port group.

Port binding Static binding ~

Port allocation Elastic v @

Number of ports 8

Network resource pool (default) v
VLAN

VLAN type None v
Advanced

[ customize default policies configuration

CANCEL ‘ BACK NEXT

v (= DSwitch-MNutanix

=) backplane-pg

i

[ DSwitch-Mutanix-DWVUplinks-_..

Pla TN

2 management-pg
2 vlan51-pg

fla] .

Z vmotion-pg




Edit Distributed Port Group Settings

— vSphere Client Q,

< P
& backplane-pg : ACTIONS
[D] @ @ Summary Monitor Configure Permissions Ports Hosts VMs
~ vcenter punisher.local P
centErpunisherioca Settings v Policies
~ [ Datacenter
Properties Security

@& Backplane Network

- Policies
& ninx-internal-pg

Traffic filtering and marking

@ vians2
Alarm Definitions
@ VM Network

DSwitch-DisjointL2 Status Disabled DIStI’IbUted POI’t GI’OUD - Ed|t baCkmee’pg X

Average bandwid - H
DSwitch-Disjoint-DVUplinks- Deaka:l)Jamtjwjdth‘ " - SettlﬂgS
vlan52-pg Burst size —
v (= DSwitch-Nutanix Egress traffic shaping General Load balancing Route based on originating virtual port ~
Status
backplane-pg . Ia-ge bandwidth - Advanced

DSwitch-Nutanix-DVUplinks-. Peak bandwidth - Network failure detection

size . \ ‘w‘\
management-pg Burst size VLAN
ansteg VLAN Security Notify switches Yes v
#) vmotion-pg Type None
Traffic shaping
Failback Yes v
and failover
Monitoring Failover order @

Edit the uplink failover order for all the iscelaneous

B Active uplinks

distributed port groups to use uplink 1 as 0 @
active and uplink 2 as standby.

= Uplink 2

(] unused uplinks

llllulllu
Ccisco
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Add Hosts to the Distributed Switch

Switch [

Notes
backp plt
Distribute t Group »
DSwit
manad| [[2 Add and Manage Hosts...

ne

Upgrade >
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DSwitch-Nutanix - Add Select task

and Manage Hosts

Select a task to perform on this distributed switch.

() Manage host networking

tributed

Manage ne

Select hosts

Select hosts to add to this distributed switch.

DSwitch-Nutanix - Add
and Manage Hosts

All hosts Selected (6)
1 Select task
SELECT ALL  CLEAR SELECTION

2 Select hosts
_ Host T

[} node-1punisher.local

node-2.punisher_local

|
[
[ node-3 punisher local
[ node-4 punisher local
l

v l [}l node-6punisher.local

Host state

Connected

Connected

Connected

Connected

Connected

Cluster
[E] M6-6node
[E] M6-6node

(£ M6-6node

(£l M6-6node

v [}] node-5.punisher.local Connected (£l M6-6node Compatible

[E] M6-6node

COMPATIBLE

T Compatibility
Compatible
Compatible
Compatible

Compatible

Compatible

CANCEL BACK NEXT




Add Hosts to the Distributed Switch Continued

DSwitch-Nutanix - Add
and Manage Hosts

Manage physical adapters
Add or remove physical network adapters to this distributed switch.

Adapters on all hosts Adapters per host

1 Select task .
To associate a physical network adapter with an uplink. use "Assign uplink™. This as
same physical network adapter available

2 Select hosts

Physical network adapters T In use by switch T Assign uplink T

> % vmnicO This switch Uplink 1 ~
> % vmnicl This switch Uplink 2 v

» 7 vmnic2 6 hosts / 6 switches MNone ~

P % vmnic3 6 hosts / 6 switches None ~

signment would be applied to all the hosts that have the

4 physical network adapters

CANCEL BACK NEXT
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Select vmnicO and vmnic1
as uplinks 1 and 2in a
standard cluster with only
two VNICs, or in a cluster
with four vNICs in a disjoint
L2 config. For a cluster with
four vNICs not using disjoint
L2, you can select all four
vmnics here.



Add Hosts to the Distributed Switch Continued

 vmkl 6 hosts / 6 switches
4 Manage VMkernel adapters # | & wn CHostEsE e

DSwitch-Nutanix - Add Manage VMkernel adapters X
and Manage Hosts Manage and assign VMkernel network adapters to the distributed switch.
Adapters on all hosts Adapters per host
1 Select task )
To assign vmkernel network adapter to p group. click on the arrow or "Assign port group" button. This assignment would be applied to all the
hosts that have the same vmkernel net adapter available
2 Select hosts
Name T In use by switch Destination port group T
3 Manage physical adapters » | W vmko This switch £y management-pg

ASSIGN PORT GROUP

2 Vmkernel network adapters

CANCEL BACK NEXT

llllulllu
Ccisco
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Assign vmkernel port vmkO
to the management
distributed port group. DO
NOT modify any setting
related to vmk1.



Add Hosts to the Distributed Switch Continued

DSwitch-Nutanix - Add Migrate VM networking X
and Manage Hosts Select virtual machines or network adapters to migrate to the distributed switch
1 select task Migrate virtual machine networking
Configure per network adapter Configure per virtual machine
2 Select hosts
Select an individual virtual machine to migrate its network to different source network
3 Manage physical adapters
Virtual machine T Network adapter Source port group Destination port group T
4 Manage VMkernel adapters % | @ NTNX-WMP2721002A-A Network adapter 1 VM Network &) management-pg
) : p] @ NTHNX-WMP2721002A-A Network adapter 2 ntnx-internal-pg ASSIGN PORT GROUP
5 Migrate VM networking
> G NTHNX-WMP2721002A-A Network adapter 3 Backplane Network 2y backplane-pg
>l @ vlansi-vm MNetwork adapter 1 VM Network 2y vlan5l-pg X
= @ NTNX-WMP2721004X-A Network adapter 1 VM Network &) management-pg
» @ NTNX-WMP2721004X-A Network adapter 2 ntnx-internal-pg ASSIGN PORT GROUP
» @ NTNX-WMP2721004X-4 Network adapter 3 Backplane Network 2y backplane-pg
20 Virtual machines
CANCEL ‘ BACK NEXT
ol I 1l I I

cisco
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For the Nutanix controller
VMs, migrate network
adapter 1 to the
management distributed port
group, and network adapter
3 to the backplane
distributed port group. DO
NOT modify any setting
related to network adapter 2
on the controller VMs. Also,
migrate the adapters of any
guest VMs already running
on the system.



Add Hosts to the Distributed Switch Complete

DSwitch-Nutanix - Add Ready to complete
an‘d Manage HOStS Review your settings selections before finishing the wizard.

v Number of managed hosts
1 Select task

Hosts to add =]
2 Select hosts v Number of network adapters for update
Physical adapters 12

3 Manage physical adapters )
Reassigned VMkernel
adapters

4 Manage VMkernel adapters Virtual machine 13
adapters

5 Migrate VM networking

6 Ready to complete

CANCEL ‘ BACK FINISH
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For a disjoint L2
configuration, you must also
add the hosts to the second
vDS after adding them to the
first. For the second vDS,
there are no vmkernel ports
to migrate, only guest VM
adapters. For the second
vDS, you choose vmnic2 as
uplink 1T and vmnic3 as
uplink 2.



Remove Standard Virtual Switches

(h

vSphere Client

O\

< .
[ node-1.punisher.local
! Summary Monitor Configure
@
~ [ Datacenter Storage v

The standard vSwitchO can be removed, along with any other standard virtual switches you may have
manually created. DO NOT modify or remove the standard virtual switch named vSwitchNutanix.

llllulllu
Ccisco

(B M6-6node

|E| node-1.punisher.local

|T| node-2 punisher.local

Storage Adapters

Storage Devices

|T| node-2 punisher.local
Bl node-4.punisher.loca /O Filters
Bl node-5.punisher.loca
Networking v

A
G NTNX-W

Virtual switches

> VMkernel adapters
o NTNX-W
- Physical adapters
G NTNX-W 3
o TCP/IP configuration
o NTNX-W

5 NTNX-W Virtual Machines v
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t ACTIONS
Permissions VMs

Virtual switches

v Standard Switch: vSwitchO

Datastores Networks

ADD NETWORKING EDIT

@ Backplane Network
VLAN ID: -

Virtual Machines (0)

@ VM Network
VLAN ID: --

Virtual Machines (0)

Updates

ADD NETWORKING.

REFRESH

MANAGE PHYSICAL ADAPTERE

Migrate VMkernel Adapter
\ieu Satt ngs

Remove

)
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