e
CISCO.

Cisco IMC Smart Plugin 1.0

For HP Operations Manager - Windows

Operations Guide

Mar 12* 2014



Table of Contents

1.1 VIEWING FAULTS IN HPOM ittt eeeeeeeeeeeeeeeeeeeeeeeeenens 1

2 PLUGIN FEATURES ..cotttiiiiiiettteeiieneeeteesseenssesesessssssssesssssssssssesssssssssssssssnnns 7
2.1 EDITING THE CONFIGURATION FILE o vvvvvtiiiiriiiieireeeeeeeeeeeeessesessessssssssssssssssssssnnnns 7
2.1.1  Adding IMC Node detailS.......uueuuuuueeeeueeeueueeeeeeeeeesesesssssssssssssssssssssssssnnnes 7
2.1.2  Deleting an existing IMCINOGE ........uueeeneeeeereereeneereeneereeneereeneeseseesesneesans 12
2.1.3  Updating an existing IMC NOGE .....cuuuuueuetiieiiiieeeeeeeeiiieseeeeeeesisseeeeeeennnnees 13
2.1.4  Saving CoNfigUIatioN File ........eeeeeeiiiieeeteeeeiiieeeeeeeeiiseseeeeeeesnsseseeesennnnees 13

2.2 IMC NODE MONITORING STATUS +evvvvitrtreereeeseeesessssssssssssssssssssssssssssssssssssssssnns 14
2.3 EXPORTING IMC NODE CONFIGURATION FILE . evvririirrireeeierreererereeeessssssssssssssssssnnes 14
2.4 START MONITORING « v vteteeeennnneeeeeeennnnneeeeeesnnnssseeeessnnssseseeesnnssssseeesennnnnnes 16
2.5 STOP MONITORING & ueeeeeeeannnnnnnnnnnnnnnnnnnnnnnssssssssssssssssssnsnsnnsnnnnnnnns 16

3 TROUBLESHOOTING...ctttttiieeetttteeesnseeereeesssssssssesssssssssssssssssssssssasssssssssssnnns 19
3.1 VERIFYING CISCO IMC SMART PLUGIN INSTALLATION ttttteeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeens 19
3.2 PLUGIN NOT STARTING AFTER INSTALLATION . .1 tvvtterrereeeereenneeeeeesesesssssssssssssssssssnnes 19
3.3 FAULTS NOT POPULATING IN HPOM DUE TO IMPROPER INSTALL +vvvvvrrrrreeeneeeeeesesesnnsennnes 21
3.4 FAULTS NOT POPULATING IN HPOM DUE TO AGENT BUFFERING...vvvvrrrrrrrrnrnreneneenennennnnns 21
3.5 SERVICE HIERARCHY NOT APPEARING IN THE HPOM ...t 22
3.6 APPLICATION NOT MONITORING AFTER REBOOTING THE SYSTEM . vvteeennnnnereeeeennnnnneeeeeennnns 22
3.7 SUBSCRIPTION FAILLS &t eeeeeeeeeeeeeeeeaannnnnnnnnnnnnnnnnnnssnsssssssnsssnnsnnsnsnnnnnnnns 22

4  RELATED DOCUMENTATION 1. euuttteeiieneeereeessensssceeesssesssssessssssssssssassssnnanse 23
T X o N ] 0 23

MAPPING OF FAULTS FROM IMC TO HPOM .. ittt eeeeeeeeeeeeeeeeeeeeenns 23

5.2 PROPERTIES FILE 1 eetuttntenteiteit et ettt eitetteeteteeeaeenaeeneennesnnesnnesnnenns 23



Operations Guide Infroduction

1 Introduction

Cisco IMC Smart Plugin provides the monitoring capability for IMC nodes.

On integration of Cisco IMC Smart Plugin with the Hewlett Packard Operations Manager
(HPOM), you can use the HPOM console for managing the faults on IMC (Cisco Integrated
Management Controller). It enables you to view the service hierarchy of the IMC nodes
being monitored.

This Operations Guide describes the various operations which you can perform after
installing the Cisco IMC Agent Controller on the HPOM server.

1.1 Viewing Faults in HPOM

This section describes various ways of viewing the IMC faults on HPOM.

To View all faults:

1. Select the node from Nodes list.
2. Select the IMC node on the left panel in HPOM to see the faults.

IIE HP Dperations Manager - [Dperations Manager : HPOMWINDEW!Services' Systems Infrastructure'\ucs-c24-ms3.cisco.com]

[ Fle Acion View Favortes Window Help
2| 7E0HHD ¢ TE&s TRTREIE BB

[i3 Operations Manager : HPO [ Severity [D.. [5 [u[1 [ & [ o[ [received + | Created [serviee | niode [ Application_| Object [Text [ crowp

I [ Services Fhajor 1 - % - - - 9/5{2013 4:43.05AM  9/5/2013 2:15:05... RackCha.. ucs-c24m3  UCSCSeries  sysirackunit-1.. PS_RDNDNT_MODE: Power Supplyr... FO743
(i Applications

1§ Systems Infrastruc

Frsior 2 E - 9i5i2013 414305 AM  95[2013 211505, RackCha.. ucs-c24-m3  UCSCSeties  sysfrack-umit-1.. DDR3_P2_D1_ECC: DIMM 7isinoper.. FOI85
Whaior 3 - # - - - - 9620013 SOTSIAM  9S[2013 B15:20., RackCha,. ucs-cz4md  UCSCSeries sysirackeunit-l,. Power Supply redundancy is lost iR, FO743
I

8 ues-Loeisconcor | g Gy T ojai2013 50753 A Of5(2013 9:15:20...  Rack Cha,..  Ucs-c24m3 . LCGCSeries  sysfrackunit-1,.. DIMM 7 is inoperabie : Check or repl... . FO185
B & ucs-Z.cisco.cor

& urs-3.distoucor
& urs-4.cisco.cor
7 & ucsS.ciscoucor
& ucs-6.ciscoucor
& ucs-7.cisco.cor
ucs-c24-m3. s
Ues-c460-m2. i

HEEE

&
o
To View faults against a component:

You can also view only the faults against a particular component.

1. In the HPOM left panel, select the component and choose Services > Systems
Infrastructure > <IMC node name>.
All the UCS IMC components of the node appear.

2. Select the component for which the faults are to be viewed. Select View from the
Right click menu.
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rations Manager : HPOMWINDEY
Services
G Applications
& Svstems Infrastructure
= & ucs-1.cisco.com
= & Rack Chassis
= &» Compute Board O
& CPU1
& CPUZ
&> Memory Array 1
&> Storage Conkroller SLO
Fan Module 1
Fan Module 2
Fan Module 3
Fan Module 4
Fan Moduls 5
Interface Cards
PSU 1
& PsSUZz
ucs-Z.cisco.com
ucs-3.cisco.com
ucs-4.cisco. com
ucs-S.cisco.com

&
&
&
&
& ucs-6.cisco.com
&
ar
o<

PYPVPYPEERR

ucs-7F.cisco, com

uCS-c4G60-rnZ. Cisco. com

ol

o
HEEE

5
F Defined Groups

CEZOM3S-62

HPOMWINDEY (Management Server)

ITanG

lafEsaeeE

3. Select the message type to view either Active Messages from the View menu.

i3 Operations Manager : HPOMWINDEY = [ severity oo |5 |ulz |a]o|n]received /| created
&l [ services TMajor 1 - % - - - - 9/52013 44305 AM  9/5/2013 21
(i Applications Thajor 2 - % - - - - O/52013 4430SAM  9/5/2013 2:1
Bl & Systems Infrastructure Wiajor 3 - X - - - - 96013 SOTEIAM 952013 91
& ucs-L.cisco.com Wrsior 22 - % - - - - 952013 S:07E3AM 9572013 91

& ucs-2,cisco.com
& ucs-3.cisca.com
& ucs-4.cisco.com
& ucs-5,cisco.com
& ucs-6.cisca.com
& ucs-7.cisco.com

0 H HFHFE B EH

m Sp

- Configure }

w a

8 AlTasks '

g

8 [Mam

8 Impacted

2 New Taskpad Yiew. ., E:Ft FAe

8 Properties i

i 8 Acknowledged Messages

G ucs- Help

=l [ Modes Customize. .,

fig HP Defined Groups J |

i C220M3-62

4. The faults for the selected component appear in the HPOM window.

R s 20 e[l I S DN 7 e 20 0 0 2 0 = W A~ . A0 = 2 L ]
[ Orerations Manager : HPOMWINDEY | [ severity [o.. [5[uf1 [a]o]n]received o [ created [serviee [ Mode [ appitcetion | object Text

B L services W Major H 9/5/2013 44305 AW 9/5/2013 2:15:05... RackCha.. ucs-c24m3  UCSCHeries sysirack-unit-1.. PS_RDNDNT_PODE: Power S
1[3 Applications Fmajor 2 ¥ - 95{2013 443:05AM  9/5/2013 2:15:05... RackCha.. ucs-c24m3  UCSCSetiss  sysjrack-unit-1... DDR3_PZ_D1_ECC:DIMMTFis
Bl {i Systems nfrastructure Whajor 3 - X - - - - O6[2013 S:O7:SIAM  9/S[2013 M15:20... RackCha. ucsc2ém3  UCSCSeries  sysfrack-unit-l... Power Supply redundancy is

% / 9/ l

& ues-1.cisco.com W ajor 22 - oj6[2013 S07:S3AM /52013 91520, RackCha... ucsc24m3  UCSCSeries  sysfrack-unit-l... DIMM 7 isinoperable : Checks
& ucs-2 cisco.com

& ucs3,disco.com
® & ucsd,cisco.com
[ 8 s cisco,com
[ § weseb.cisco,com
$ ues-7.ciso.com
B &
o Gon  Confoure ,
8 miTass y

To View faults of a particular type:
You can view faults only of a particular type out of the below options:

e generic

e equipment

e environmental
e Mmanagement
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e fsm

o sysdebug

e configuration
e server

e network

e connectivity
« operational

To do this, set Message Filters following the below steps:

1. In the Action tab, select Configure from the drop down menu. Select Message

Filters from the Configure menu.

= HP Operations Manager - [Operations Manager : HP-OM-WIN-9'\Services"

tE Oper Al Tasks >

S
@ Mew Window from Here
= §
= §

Mew Taskpad Yiew...

Properties

Message Filters...
Modes...
Server...

Service Types..,
Services. ..
Tools...

User Roles...

Help

{F Rack-Mounts
= [ig Nodes
# [ig HP Defined Groups

[+ Egd savbu-samcl?
[+ B savbu-tpi0l
[+ B savbu-tpid2
[+ EH test_UCS
& [ Tools
Certificate requests
# Tig Policy management

[+ [-’_/ﬂ HP-OM-WIN-9 (Management Server)

2. The Message Filter window appears.

Click the New button.
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Message Filter E3 I

Message Filters:

— & ' ——
Active I Filter Name l Qwner I ppi B
allTaskFilter public &'
@ Untitled Filter private Deactivate

—Manage

Edit...

Delete

I

| Close I Help l

3. The Filter Properties window appears. In the Message CMA Properties tab, select
the Name as Type from the drop-down menu. Specify a value like fsm in the Value

textbox.
Filter Properties E3
' General | Time | Message Source I
Message Properties Message CMA Properties
Name: Value:
Type =] =ffsnl Add

Property | Value ] Delete |

oK Cancel Soply Help

4. Click the Add button followed by the OK button.
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Filter Properties [ X] I

General I Time I Message Source I
Message Properties Message CMA Properties
MName: Value:
Type =~ | Add
Property | value | Delete
Type fsm

| oK I Cancel Apply Help

5. The Message Filter window appears.
Select the filter and click the Activate button.
Note: In this scenario, only type ‘fsm’ faults will be available in the HPOM message
browser.

Message Filter E3 |

Message Filters:

—apply ———
Active | Filter Name | owner | PRYY .
W) Untitled Filter SR Activate |

Deactivate

—Manage

Edit...

]

Delete

Close | Help |
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2 Plugin Features

This section describes various features provided with the Cisco IMC Agent Controller like add
and delete IMC nodes for monitoring, start monitoring, stop monitoring, export list as .csv and
provide server details.

2.1 Editing the Configuration File

This section describes the steps for editing the configuration file to add/delete the IMC nodes
or to edit an existing node.

You can add/delete IMC node entries in the configuration file while monitoring is in active

state. However, while a IMC node is in “Monitored” state, you cannot modify that node in the
configuration table.

2.1.1 Adding IMC node details

To add the details of the IMC nodes to be monitored:

1. On the Cisco IMC Agent Controller window, click the Add button.

ml:iscu IMC Agent Controller [_ [
Controls
‘ Export ‘ ‘ HPOM Details ‘

Cisco IMC Server Information

Hostname Username Domain Port S5L Status
ucs-27.cisco.com |(admin 443 true Mot Monitored
ucs-28.cisco.com |[admin 443 true Mot Monitored
Ucg-25.cisco.com [admin 443 true Mat Manitarad
ucs-36.cisco.com |(admin 443 true Mot Monitored
Ucs-22.ciscocom [admin 443 true Mat Monitarad

2. The Add Cisco IMC Details window appears.
Specify Host Name, Username, Password and Port.
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B Add Cisco IMC Details =]

Please provide Cisco IMC Host Hame

Server Details

& IMC Host Name ucs-21.cisco.com

i) IMC Host Mames List

User Details
User Name ladmin |
Password |esesesesl |

Domain Name | |

S5L Port (443

Check Comectny_|

There are two modes to add a IMC node.
e Add each node individually.(IMC Host Name)

e Add a list of nodes with common user names and password. (IMC Host
Names List)

Note: The SSL connection is checked by default. However, you can uncheck the SSL
checkbox to change the connectivity to non-secure mode.

3. To add each node individually click on the first radio button and provide all the
details. Click the Check Connectivity button to verify the connection to the IMC and
to enable Add button.

The Security Alert window appears.

B security Alert [ X]

{/ The security certificate is from a trusted certifying authority.
8 The security certificate date is not valid.

The name on the security certificate is invalid or does not
match the name of the site.

Do you want to import the certificate and proceed?

Yes No View Certificate

Note: In case of a secure connection (SSL checked), the server certificate check
results appear.

Also in case of bulk upload, All the certificates are imported by default.

4. To view the details of the certificate, click the View Certificate button.
The Details - Certificate window appears.
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B Details - Certificate E3

Field , Value
Version 13
\Serial Number 114312451756032228733
\Signature Algorithm |SHATwithRSA
Issuer ICN=samc17-A
Validity |From : 6/22/09 1:08 PM to 6/22/10
\Subject |CN=samc17-A
Signature |SHATwithRSA
\MDS Fingerprint |A3:66:20:DA1C:32:32:55:84.:B5
\SHA1 Fingerprint |CF:F6:7A:70:E0:18:C8:89:C3:D07

Close

5. Click the Close button.
The Security Alert window appears.

mSecurity Alert [ X]

'@ The security certificate is from a trusted certifying authority.

) The security certificate date is not valid.

The name on the security certificate is invalid or does not
~—  match the name of the site.

Do you want to import the certificate and proceed?

[ Yes II No l View Certificate

6. Click the Yes button to accept the certificate.
On successful connection, click the Add button in the Add Cisco IMC Details window.
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Please provide Cisco IMC Host Name

Server Details

i@ IMC Host Name UCs-21.Ccisco.com

i) IMC Host Names List

User Details

User Hame |admin

Password |--"-"-

Domain Name |

SSL Port |443

Check Connectivity | | Al |

| Cancel

I Add Cisco IMC Details ] |

7. Click the Save button to save the node details in the application.
The details are saved successfully.

Eiscu IMC Agent Controller

Controls
| Save | ‘ Export ‘ | HPOM Details
Cisco IMC Server Information - Press Save to enable StartiStop
Hostname Username Domain Port SSL Status
ucs-21.cigco.com (admin 443 frue Mot Monitored

Bulk addition of node is possible only through a .csv file.

The .csv file should contain list of servers in the format as shown:-

Host Name

FQDN1, FQDN2, FQDN3
FQDN4

FQDN5, FQDN6

10
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9. When we perform a check connectivity in this case, we get the result for each host in
a tabular form:-

B Connectivity Status of the Cisco IMC servers

Connectivity Status of IMC Server

Host Hamea Status —
Ucs-27 cisco.com Success -
ucs-28 cisco.com SUCCcess | =
ucs-25 cisco.com Success
uUcs-36. cisco.com Success
ucs-22 cisco.com Success
UCcs-23 cisco.com Success
ucs-12.cisco.com Success - |

[ ] ignore and Continue

[ ] Export List as CSW | OK | | Cancel

10. User has the option to either ignore the result and continue or export the result to
excel and then continue.

11. Once that is done, the add button gets enabled.
EEnddcscommcpetans |

Please provide Cisco IMC Host NHame

Server Details

_ IMC Host Hame

! @ IMC Host Hames List I:l

Following details will be applied to all the servers of the list

User Details
User Hame |admin |
Password |-------- |

Domain Hame | |

S55L Port (443

Check Connectivity | | Add | | Cancel |

12. Click the Save button to save the node details in the application. (As shown in 7)
The details are saved successfully.

11



Operations Guide Plugin Features

2.1.2 Deleting an existing IMC Node

To delete the IMC nodes from the configuration file:

1. On the Cisco IMC Agent Controller window, select the IMC node(s) to be deleted from
the configuration file. Click the Delete button.
Note: The Delete button is enabled only when at least one row is selected from table.

ml:isco IMC Agent Controller M= E3 I
Controls
| Add | | Delete | | Export | | HPOM Details |

Cisco IMC Server Information

Hostname Username Domain Port SSL Status
ucs-36.cisco.com |admin a0 false Faulted
ucs-23.cisco.com |admin 443 true Mot Monitored
ucs-22 cisco.com |admin 443 true Mot Monitored
ucs-enlZ0s-m3.... |admin 443 true Mot Monitored
ucs-14.cisco.com |admin 443 true Mot Monitored
ucs-349.cisco.com |admin 443 true Mot Monitored

2. A Confirm Delete Message dialog box appears.
Click the Yes button.

Confirm Delete Message | x|

? Are you sure you want to delete the IMC server{s)?

Yes Ho

3. Deletion is not allowed while monitoring is started on a node.

B cisco IMC Agent Controller M= B
Controls
| Stop | | Add | | Export | | HPOM Details |

Cisco IMC Server Information

Hostname Username Domain Port SSL Status
ucs-14.cisco.com |admin 443 true Monitored
ucs-5.cisco.com  |admin 443 true Monitored
ucs-16.cisco.com |admin 443 true Monitored
ucs-4.cisco.cam  |admin 443 true Monitored
ucs-1.cisco.cam  |admin 443 true Monitored
ues-27 cisco.cam |admin 443 true Monitored
ucs-28.cisco.cam |admin 443 true Monitored
ucs-25.cisco.com |admin 443 true Monitored

4. Click the Yes button.
The Save button is enabled. Click the Save button.
The IMC Node Information table is updated with the remaining IMC nodes

5. The Cisco IMC Agent Controller window appears.

B cisco IMC Agent Controller =]
Controls
| Export | | HPOM Details |
Cisco IMC Server Information
Hosthame | Username | Domain | Port | SSL | Status
ucs-39.cisco.com |admin | |44 ltrue Mot Monitored

Note: Add/delete of IMC node is not allowed while monitoring is started on a server.

12
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2.1.3 Updating an existing IMC Node

You can edit the IMC nodes with status as Not Monitored or Faulted. The IMC nodes with status
as Monitored cannot be edited.

To update an existing IMC Node:

1. Double click on Username/Domain/Port/SSL column of the appropriate row.
The Update IMC Details window appears.

Update Cisco UCS C-Series Detalls

Please provide Cisco UCS C-Series Host Name
Server Details

i CIMC Host Name

» CIMC Host Names List Iil

User Details

User Name [admin |

Password |-------- |

Domain Name [ |

SSL Port [443

| Check Connectivity | | Update | | Cancel |

2. After the connection successful message appears, the Update button is enabled on the
Update IMC Details window.

3. Click the Update button.
The changes are reflected in the IMC Node Information table.

Cisco UCS5 C-Series Agent Controller

Controls

| start | | stop | | Add | | Delete | | save | | Export | | HPOM Details

Cisco UCS C-Series Server Information — Press Save to enable Start/stop

Hostname | Username | Domain [ Port [ SSL [ Status
ucs-c24-m3.ci... |admin | |443 true |Mot Monitored

4. Click the Save button.
The changes are saved to the Configuration file.

2.1.4 Saving Configuration File

The Save button is enabled whenever following actions are performed on IMC Node
Information table:

1. A new IMC node is added in table.
2. One or more IMC nodes are deleted from table.
3. A IMC node in “Not Monitored” or “Faulted” state is edited.

13
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The changes can be saved in configuration file by clicking Save on the Cisco IMC Agent
Controller window. After a successful save operation, a message box displays the status of
saving the configuration file.

2.2 IMC Node Monitoring Status

You can check the status of the IMC nodes being monitored in Status column of IMC Node
Information table. The IMC nodes for which monitoring are active are shown with status as
Monitored in green color. If the monitoring has been stopped for some IMC nodes due to some
error condition or when you try to start monitoring but monitoring cannot be started, the
status is shown as Faulted.

When a new IMC node is added through Add button, or when the Stop operation is manually
performed on a IMC node, then status will be Not Monitored.

Etiscu IMC Agent Controller M=l B3

Controls

| Stop | | Add ‘ | Export | ‘ HPOM Details ‘

Cisco IMC Server Information

Hostname Username Domain Port SSL | Status
Ucs-14.cisco.com (admin 443 frue |Mun'rtured
Ucs-5.cisco.cam  |[admin 443 frue [Monitored

Note: On moving the mouse cursor over the Faulted status, a tooltip appears specifying the
reason for “Faulted” state.

[ Cisco IMC Agent Controller [ =] —
Controls
| ExbOrL | | onCCIals | Suggested Sites = @ | wieh Slce Gallery ~

Cisco IMC Server Information

[} Username Domain Port SSL | Status
ucs-14.cisco.com |admin 443 true | itored
ucs-5.cisco.cam  |admin 443 true Monitored
ues-16.cigco.com |admin 443 true Monitored
ues-4.cisco.com  |admin 443 true Monitored
ucs-1.cisco.com  |admin 443 true Monitored
ucs-27.cisco.com |admin 443 true itored
ucs-28 cisco.corm |admin 443 true Monitored
ucs-25 cisco.corm |admin 443 true Monitored
ues-12.cigco.com |admin 443 true Monitored
ucs-20.cisco.cam |admin 443 true Monitored [k
ucs-c240-m3.cis.. |admin 443 true itored 7o
ucs-2.cisco.cam  |admin 443 rue Monitore:
ucs-3.cisco.com  |admin 443 rue Monitore: —mas
ues-26.cigco.com |admin 443 rue Monitore: 7643-4905-BDEC-BEB363A9C6C7D
ues-18.cisco.com |admin 443 rue Monitore: |5.4f.0 {Build Date: 11/13/2013)
ucs-10.cisco.com |admin 443 true itored
ues-21 . cisco.com |admin 443 true [ itored
ucs-ent 20s-m32 admin 443 true Monitored
ues-B.cisco.com |admin 443 true Monitored
ues-9.cisco.com  |admin 443 true Monitored
ucs-36.cisco.com |admin g0 false Faulted
ues-23 cisco.cam |admin 443 true Mot E
ucs-22.cisco.com |admin 443 true Mot Monitaring cUuII not be started.Flease check the IMC node details
ucs-enl20s-m3 admin 443 true Mot Monitored |
ucs-3Y9.cisco.com _|admin 443 true Mot Monitored |

2.3 Exporting IMC Node Configuration File

To export a IMC Node Configuration File:

14
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1. On the Cisco IMC Agent Controller window, click the Export button.

mtiscn IMC Agent Controller M= E3 l

Controls
| Stop ‘ ‘ Add | | Export ‘ ‘ HPOM Details |
Cisco IMC Server Information
Hostname Username Domain Port | 551 | Status
ues-14.cisco.com [admin 443 [true IMonitored
Hnec R oricen corn arrnin Ad2 Ih’IID |l|lnr|ifnrnﬂ

2. A Export IMC Configuration dialog box appears.
Select a location where (.csv) file is to be exported and Click the Export button.

EEHpurt IMC Configuration E3

Look In: | Desktop - |ﬁ'| |Ij| | EZEZ' =

Computer
] Network
] Libraries
] Administrator
] Changes
] patches
[ LargeCIMCList.csv

File Hame: (IMCConfig.csv |

Files of Type: |.csv ~|

3. A Load Configuration File dialog box appears.
Click the OK button to exit.

: Config Save Success

CS5Y exported successiully to the location
CUsers\idministratorDesktopIMCConfig.csy

0K

15
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2.4 Start Monitoring

To start monitoring for multiple Cisco IMC nodes in IMC Node Information table:

1. Select multiple rows in the Cisco IMC Node Information table, with status as Not
Monitored or Faulted. The Start button is enabled.

EES Cisco IMC Aagent Controller [_ [ =>=<]

Controls

e e
Cisco INMC Server Information

Hostname Sernanme Dormain Port SSL 5t (F}
UCcs-27F cisco.corm admin EE rue Monitore:
ucs-ZS cisco.corm  |admin 44 rue honitore
ucs-ZS5 cisco.corm  |admin 44 rue honitore
ucs-36.cisco.corm  |admin 44 rue hMonitore
ucs-Z3 cisco.corm  |admin 44 rue hMonitore
ucs-22 cisco.corm_|adrmin 44 rue hMonitore
ucs-12 cisco.corm_|adrmin 44 rue hMonitore
ucs-21 cisco . corm_|adrmin -4 4 rue hMonitore:
ucs-Z0 cisco.corm_|admin -4 4 rue ot onitored
Ucs-c240-m3 . cis. . ladmin 4 4 rue ot Monitaored

2. Click the Start button. The status of the selected nodes changes to Monitored.

B Cisco IMC Agent Controller
;o Controls

Stop | | Add Export | | HPOM Details

Cisco IMC Server Information

Hostnarme Username Domain Port SSL Status

ucs-Z¥.cisco.com |admin 443 true Monitored

1 uesZ8cisco.com |admin 443 true Monitored

* |ugs-25 cisco.com |admin 443 true hMonitored
ucs-ZF6.cisco.com |admin 443 true Monitored
ucs-Z3 . cisco.com |admin 443 true Monitored
ucs-22 cisco.com  [admin 443 true hMonitored
ucs-17 ciscn corm ladmin EXE] true i
ucs-Z0.cisco.carm |admin 443 true Monitored
UCE- 2 T iSO oo (ST -t troe [TomitoTed

2.5 Stop Monitoring

To stop monitoring for multiple Cisco IMC nodes in IMC Node Information table:

16
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1.

Select multiple rows in the IMC Node Information table, with status as Monitored. The
Stop button is enabled.

Eisco IMC Agent Controller
Controls

| Start | | Stop | | Add | | Delete | | Save | | Export | | HPOM Details

Cisco IMC Server Information

Hostname Username Domain Port SSL Status
ucs-28.cisco.com |admin 443 true Monitored
ucs-25.cisco.com |admin 443 true Monitored
ucs-36.cisco.com |admin 443 true Monitored
ucs-23.cisco.com |admin 443 true Monitored
ucs-22.cisco.com |admin 443 true Monitored

Click the Stop button. The status of the selected nodes changes to Not Monitored.

Eiscn IMC Agent Controller ==

Controls

| Start | | Stop | | Add | | Delete | | Save | | Export | | HPOM Details |

Cisco IMC Server Information

Hosthame Username Domain Port SSL Status
ucs-27 . cisco.com |admin 443 true Mot Monitared
ucs-28 cisco.com |admin 443 true Mot Monitored
ucs-2a.cisco.cam [admin 443 true Mot Monitored
ucs-36.cisco.com |admin 443 true Mot Monitared
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3 Troubleshooting

This section provides information on the issues which may exist and how to bypass them.

3.1 Verifying Cisco IMC Smart Plugin
Installation

To verify successful installation of Cisco IMC Smart Plugin:

1. Verify that the Cisco IMC Agent Controller Shortcut is created on the Desktop.

st ]s
SCO

2. Launch the HPOM console and verify that the policy group CISCO IMC Policies is
created under Policy Management > Policy Groups.

3. Verify that the following policies are present in the CISCO IMC Policies (Policy Group):
e IMC-AutoDiscovery
o |IMC-Opcmsg

4. If any of the above is missing, reinstall the Cisco IMC Smart Plugin.

3.2 Plugin not starting after installation

1. After the Plugin is installed successfully, try to launch the smart plugin.
2. |If it is unable to do so, then try the following steps :-

o Check if the windows user that you are logged in has the administrative
privileges and is assigned to HP-OVE-ADMINS group.

o Check if ping and nslookup for your management server which is given in the
plugin are working fine.

Example:-
C:\>ping hpomwindev.partner.com
It should produce this result:-
Pinging hpomwindev [10.29.143.180] with 32 bytes of data:
Reply from 10.29.143.180: bytes=32 time<1ms TTL=128
Reply from 10.29.143.180: bytes=32 time<1ms TTL=128
Reply from 10.29.143.180: bytes=32 time<1ms TTL=128
and nslookup

C:\>nslookup Hpomwindev.partner.com
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Result should be:-
Server: ldap.partner.com
Address: 10.29.143.13

Name: Hpomwindev.partner.com
Address: 10.29.143.180

e Now run the runclient.bat utility provided by HP at the following location:-
C:\Program Files\HP\HP BTO Software\support\OprWsinc\client\java.

Example :- With Administrator :-

C:\Program Files\HP\HP BTO
Software\support\OprWsinc\client\java>runclient.bat -host WINQA -port
443 -user Administrator -password mypass -ssl -action subscribe.

This should give a result like this:-

<Context>c7bdc2le-2b84-47e5-ab47-1e53975dbef5</Context>
<Expires>2013-04-03T23:40:13.828-07:00</Expires>

e Check if your system has firewall enabled.

o Check if your windows user has the read and write permissions on the
following folders :-

1. C:\ProgramData\HP\HP BTO Software\bin\instrumentation.
2. C:\Users\<User>\AppData\Local\Temp\1\CISCO_IMC_LOGS.
3. C:\Users\<User>\IMC_TEMP.

3. If you are a domain user then provide your domain information as domain\username

BB oM Server Information E3 I

OM Server Name hpom partner.com
Username MyDomain\Administrator
Password scsceese
¥ SSL Web Service Port 443
Check Connectivity OK Cancel
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3.3 Faults not populating in HPOM due to
improper install

1. Verify a proper installation of the Cisco IMC Smart Plugin. To read more on installation
refer, Cisco IMC Smart Plugin Install Guide_Win.pdf.

2. Verify that the HPOM services are in the running state. Check this by running
command “ovc -status” on command prompt.

3. Check if IMC node details have been provided correctly.
Check the monitoring status.

5. Restart the monitoring through Cisco IMC Agent Controller. Click Stop and then click
Start.

6. If none of the above described resolves the issue, restart the HPOM Console.

3.4 Faults not populating in HPOM due to
agent buffering

HPOM Agent (opcagt) keeps on buffering messages continuously for longer run due to
which faults generated are not populated. Check if the agent is buffering the

1. Confirm if the agent is buffering the messages by running command “opcagt -
status” on command prompt.

T Administrator: Command Prompt

{Alarn generator service <4976 Running
(data collectord <1@472)> Running
{collector ’cxulcc) <1688> Running
{Recal I:me Metr 1(, Access l)\cnun) <4536 Running
- <1856 ¢

<2388>
~ e <5812> g
(extcnded collection "f'1u1(‘e) <4992)> Running
OV Performance Core COREXRT <4544> Running
OU0 Action Agent AGENT . EA <4868> Running
QU0 Logfile Encapsulator AGENT . EA <2712> Ruvlnlnq

AGENT . EA <2132

AGENT . EA <2876>

O})(‘I‘I:UI U0 7-" ge Interceptor AGENT . EA <5428)> o
»tmd HP Real Time Measurement AGENI <4588) Running

essage Agent buffering for the following ser

hpon—ga—win.c

C:N\Users\Administrator\DesktopSHPOM\Software HP_Operations_Agent _vil _88_Al1l1l_Plat
forms TCHA97_150608>

If the agent is buffering the messages then as a workaround, perform the following steps
after which the faults should start appearing in HPOM.

Stop Monitoring and close the Smart Plugin GUI and server process completely.

—_

2. Kill ovc services by running command “ovc -kill” on command prompt.
3. Kill opcagt services by running command “opcagt -kill” on command prompt.
4

Clear the directory %0vShareDir%\tmp\OpC (Clear only the files and do not delete
the directories.)

5. Clear the directory %0vDataDir%\tmp\OpC (Clear only the files and do not delete
the directories.)

6. Now start the ovc services by running command “ovc -start” on command
prompt.

7. Now start the opcagt services by running command “opcagt -start” on command
prompt.
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3.5 Service Hierarchy not appearing in the
HPOM

1. Ensure that the IMC node details have been provided correctly using Edit Config button
on Cisco IMC Agent Controller. It may take up to 30 minutes for the service hierarchy
to get populated in the HPOM.

2. If the hierarchy still doesn’t populate , restart the “ovc” services following the below
steps:

e Uninstall the IMC-AutoDiscovery policy
o Execute ovc -stop on the command prompt

o Execute ovc -start on the command prompt.
o Deploy the IMC-AutoDiscovery policy

3.6 Application not monitoring after
rebooting the system

The agent's buffer files have got corrupted, which could be due to an ungraceful exit of Agent
on this machine. Executing the following steps should resolve this issue:

1. Open a command prompt with Administrator privileges and execute ovc -kill.

2. Manually delete all the files in %0OvDataDir%\tmp\OpC.
(Default HPOM Data Directory is “C:\ProgramData\HP\HP BTO Software”)

3. Execute ovc -start on the command prompt.

3.7 Subscription fails

On Start of the Plugin, If the plugin fails to monitor one particular IMC, and it displays this:-

x

® Failed to start monitoring. Due to one of the following reasons:-
1. The user is not having admin priveleges or HPOM admin priveleges
2. One of the OM services is not running
View logs for further details

OK

Then try and run the following script on CLI:-
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<. Administrator: Command Prompt p

rogram Files HPS\HP BTO S¢ ares . Nelientsjava>runclient . bat
WINGA ~pe 443 ~use > ¢ wction subscri

>bh112363b-c647-494b3d4d-bh10-398
2013-84-93T21:13:93.. s

iSNProgram FilesSHPSHP BTO SoftwvaressupportsOprlsincesclientsjavad

If this command is not working then the subscription fails because the user which is neither
system admin nor HPOM admin cannot start HPOM.

In this case the user may need to contact HP for further support.

4 Related Documentation

In addition to this guide, you can also refer to the Cisco IMC Smart Plugin Install
Guide_Windows.pdf to know more about the installation procedure to be followed on
Windows system.

5 Appendix

5.1 Mapping of Faults from IMC to HPOM

The severity levels of the faults received from IMC are mapped to the severity levels in HPOM
according to the following table:

Cleared Normal
Critical Critical
Info Normal
Major Major
Minor Minor
Warning Warning

5.2 Properties File

The Cisco IMC Agent Controller maintains a properties file which contains the user
configurable parameters. If needed, the user can modify these values.

Location of properties file:
“%0vlinstallDir%\install\Cisco_IMC_INFRASPNIMC_HPOM_PROPERTIES”
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File Name: IMC_HPOM_Plugin.properties (open with Notepad)

B CSeries_HPOM_PROPERTIES

9\ ;m ‘ = Computer ~ Local Disk(C:) ~ Program Files = HP = HP BTO Software - install = Cisco_UCS_C-Series_TNFRASPI + CSeries_HPOM_PROPERTIES - l‘aJ I Search CSeries_+

Organize *  Includeinlibrary *  Share with +  NMew folder

&, Local Disk (C2) 2l Hame - Date modified Type Size
Custaom build
inetpub
IT_Logs
PerfLogs

|_| cSeries_HPOM_Plugin.properties 9/9/2013 1:11 AM PROPERTIES File ZKB
|| @rant 9/812013 £:08 AM Fils 1KE

. Prateek
Program Files
Common Files
HP
HP BTO Software
. bin
conf
contrib
. doc
. examples
! help
HIERARCHY_LOGS
include:
. install
| Cisco_UICS_C-Seriss_INFRASPI
CSeries_HPOM_PROPERTIES

The file looks like:

##**PROPERTIES DESCRIPTION®+#

# OMierverNaue: Thiz is the jp address or hostname of the server vhere HPOM is installed.

# WebderviceUserNawe: This is the Login [gernaws of HPOM server.

# WebfervicePassvord: This is the Login Password of HPOM server. Fassword is gpervped, please do not make any manual modifications to this property.
# Webdervicelode: Thiz iz the wode of conmunication with of HPOM server (secure - httpa or non secure - http).

# WebServicePort: This is the HPOM web service port muwber.

# IMCRetryInterval: If connection to IMC is interrupted, then it will try to resubscribe to INC. Thisz property is interval(in mimutes] between resubscribe attempts.
# IMCRetryCountIf connection to INC is interrupted, then it will try to resubscribe to IMC. This property iz mumber of resubscribe attempts.

# MRetryInterval: If comnection to HPOM is interrupted, then it will try to resubscribe to HPOM. This property is intervaliin minutes) between resubscribe attempts.
# MRetryCountIf cormection to HEOM i3 interrupted, then it will try to resubscribe to HPOM. This property is mmber of resubscribe attempts.

# OM3erviceCheck : This is the flag to ensble/disable the check performed to ensure the required services are running before the application starts.
#led Mar 12 03:57:24 FOT z014

IMCReadTimeoutTine=1

INCRetryInterval=3

TebfervicePort=443

MRetryInterval=3

TebServiceMode=https

MRetryCount=3

OMServerNane=HP(MUINDEY. vikrant.cisco. con

INCRetryCount=3

OMServiceCheck=false

Tebfervicelserlane=Adninistrator

TebServicePassword=284E08ED267TB3068FE625694E02 700D

Following are the parameters covered in the properties and their description:

e OMServerName: This is the IP address or hostname of the server where HPOM is
installed.

e WebServiceMode: This is the mode of communication with of HPOM server (secure -
https or nonsecure - http).

e WebServicePort: This is the HPOM web service port number.
e WebServiceUserName: This is the username of HPOM server login.

e WebServicePassword: This is the password of HPOM server Login. Password is
encrypted; please do not make any manual modifications to this property.

e WebServicePort: This is the HPOM web service port number.

¢ IMCRetrylinterval: If connection to IMC gets interrupted, the application tries to
resubscribe to IMC. This property defines the time interval between re-subscribe
attempts.

o IMCRetryCount: If connection to IMC is interrupted, the application tries to
resubscribe to IMC. This property defines the number of re-subscribe attempts.
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e OMRetrylinterval: If connection to HPOM is interrupted, then it will try to re-subscribe
to HPOM. This property defines the time interval between re-subscribe attempts.

e OMRetryCount: If connection to HPOM is interrupted, then it will try to re-subscribe
to HPOM. This property defines the number of re-subscribe attempts.

e OMServiceCheck: This is the flag to enable/disable the check performed to ensure
the required HPOM services are running before the application starts.
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