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Overview: Benefits and Use cases
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Customer and Industry Challenges

- ARCHITECTURE STRESS POINTS NG INFRASTRUCTURE

App Workload Implications
Sandy Bridge, Big Data, Virtualization

xxx As a Service
Highly Integrated, resource Instantiation

Operational Simplicity

Lower Cost of Operation

Mirtual and Physical Integration
Consistent Process Automation

Distributed Workloads
Extending DC Boundaries




Use Cases Covered

* Automate Network Deployment
» Fabric Visibility
» Scalable and Resilient Network

 Workload Automation



Use case: Automate Network Deployment

Problem: Customers are spending too much effort on device provisioning.
Manual process are error prone.

» Automate process to create scalable and repeatable process

* Provide mechanism to provision based on logical groupings
Provisionng *» Network deployment based on customized policy

log;i . .
ealvhysicy o Admission control of network elements



Power On Auto Provisioning (POAP)

@ @ @ » Download software images

» Download running-config Reload

DHCP phase — Get: +  Switch downloads script * Apply running-config
+ |P Address +  Execute script locally
+ Gateway address

» Script server IP
» Script file name

~ Gateway

L2 or L3 with DHCP relay

Power up Switch with no
startup-config

. Day-one provisioning
. Works with Nexus 3k/5k/6k/7k



DFA — DCNM PoAP Definition

P By Name >

Performance  Inventory ¥  Reports¥  Config ¥

@ Return to Launchpad age
POAP Definitions Enter Switch Details
POAP Steps /' Generate or Upload Gonfig
Enter Serial Number separated by comma. Specify VPC pairs with (). Example: 123456,123457,(456789,456790),456795
< Template Parametars = Switches: FOC1739R11E,FOC1734R0AC
Generate Config
[ Import from CSV File... ]
‘ I = Switch Type: N6K | ,1] Note: The username/password is used by DCNM only to manage the switch and
f N DCNM will not create the entered username/password in the switch.
55
Image Server ‘ Default_SCP_Repository | v | = Add Switches to Group: e — | v |
POAP Definitions =
* SystemImage: ‘ n6000-uk9.6.0.2.N3.0.237.bin v | P
admin
o * Kickstart Image: 6000-uk9-kickstart.6.0.2.N3.0.337. | v )
.j ‘ " v | I = Switch Password: F——
®—
Cable Plan * Config Server. ‘ Default_SCP_Repository | | || Show password in clear text

| <Back | | Next> | | Cancel |
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DFA — DCNM PoAP Summary

Configy  Admin ¥

P~ By Name 2>

%. Return to Launchpad

POAP Steps

=
&9

DHCP Scope

Image and Config Servers

POAP Definitions

o=
®—
®—

Cable Plan

I

POAP Switch Definitions

Selected 2 | Total10 & 5}

9 Add Edit == Delete [% Publish %9 Rebootand Reload Fiter Columns | v |
Status
Serial Number Switch ID Management IP Model | Template/Config File Name | Bootscript Last Updated Tim
Switch Status Publish Status | Bootscript Status

[l Foc1732R0XS DFAVT1-SC-5W1 10.29.170.126 o ok Published POAP script is finishe N6K SW1Sw2 Wed Nov 13 18:26:25 GMT-
[] Foci1732RoWH DFAVT1-SC-SW2 10.29.170.127 7 ok Published POAP script is finishe N6K SWi1sw2 Wed Nov 13 15:08:28 GMT-
[]| FOC1739R116G6 DFAVT1-SPINE2 10.29.170.123 &/ ok Published POAP script is finishe N6K Spine Thu Nov 14 06:42:46 GMT-I
[ | FOC1734R0A9 DFAVT1-SPINE4 10.29.170.125 7 ok Published POAP script is finishe N6K Spine Thu Nov 14 06:43:50 GMT-l
[l Foc1734Rr009Z DFAVTI1-SPINE1 10.29.170.122 o ok Published POAP script is finishe N6K Spine Thu Nov 14 06:59:32 GMT-I
[] | Foc1739r0Z3 DFAVT1-SPINE3 10.29.170.124 </ ok Published POAP script is finishe| N6K Spine Thu Nov 14 07:00:27 GMT-I
[v] | FOC1739R11D DFAVT1-BL-GW2 10.29.170.131 &/ ok Published POAP script is finishe N6K PREVPCDL Mon Nov 18 09:08:27 GMT-
[v]  FOC1739R10Z DFAVT1-BL-GW1 10.29.170.130 7 ok Published POAP script is finishe N6K PREVPCDL Mon Nov 18 09:08:29 GMT-
[l Foc1739R11E DFAVT1-SC-SW3 10.29.170.128 </ ok Published POAP script is finishe N6K PREVPCDL Mon Nov 18 09:12:00 GMT-
] | Foc1734rR0AC DFAVT1-SC-SW4 10.29.170.129 <7 ok Published POAP script is finishe N6K PREVPCDL Mon Nov 18 09:12:07 GMT-
(] o i Y
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Data Center Network Manager (7.0) Cable Plan Creation

$C0 Prame NI 3 DA DL AN o
D
Data Center
Ci15¢<O
Network Manager whboad g © o Sop e @ ortory ¢ ROO0rts v oY AN ¢

Cable Plan Summany

- N
Create Cable Plan X
-
(_J) Generate Cable Plan from POAP Definition
Switches
() Capture from existing deployment
() Import Cable Plan File
', L Create J [ Close J
A V)

hO




Data Center Network Manager (7.0) Cable Plan mapping

aliat]n
Cisco

POAP

Cisco Prime
Data Center
Network

Cable Plan - Existing_Deployment

>teps

UAP Delent

Cable Plan

ook v

OCr-SAN | DONLAN | DM | QU | Abow

Source Switch

DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE4
DFAVTZ2-SPINE3
DFAVTZ2-SPINEZ
DFAVTZ2-SPINE3
DFAVTZ2-SPINEZ
DFAVTZ2-SPINE3
DFAVTZ2-SPINEZ
DFAVTZ2-SPINE3
DFAVT2-SPINE2
DFAVTZ2-SPINE2
DFAVTZ2-SPINE2
DFAVTZ2-SPINE2

O AT CATAIE S

Source Type
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek

el

Source Port
Eth1/2
Eth1/7
Eth1/9
Eth1/1
Eth1/10
Eth1/8
Eth1/1
Eth1/8
Eth1/10
Eth1/1
Eth1/7
Eth1/1
Eth1/2
Eth1/9
Eth1/3
Eth1/1
Eth1/7
Eth1/1

CHlad 7

Destination Switch
DFAVTZ2-BL-GW2
DFAVTZ2-SC-SW1
DFAVT2-5C-SW3
DFAVTZ2-BL-GW1
DFAVT2-5C-SW4
DFAVTZ2-SC-SW2
DFAVTZ2-BL-GW1
DFAVTZ2-SC-5W2
DFAVT2-5C-SW4
DFAVTZ2-BL-GW1
DFAVTZ2-5C-SW1
DFAVTZ2-BL-GW1
DFAVTZ2-BL-GW2
DFAVT2-SC-5W3
DFAVT2-5C-SW2
DF&VT2-BL-GW1
DFAVTZ2-5C-SW1
DFAVTZ2-BL-GW1

L] ol [ et T | B e ¥ e

Close

Destination Type
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek
nek

el

Destination Port
Eth2/4
Eth2/4
Eth2/4
Eth2/4
Eth2/4
Eth2/4
Eth2/4
Eth2/3
Eth2/3
Eth2/2
Eth2/3
Eth2/2
Eth2/2
Eth2/3
Eth2/2
Eth2/3
Eth2/2
Eth2/3

Célim

CA®

plected 0 | Totad 10

e S Le-




DCNM - Cable Plan Visual Display

o = + DCNM Cable Plan
o detected problem
Dashboard = Dynamic Fabric Automation . .
P—————— with a pair of leaf

J Y Py TE— | [ show Links Select Org:Partition I All | - | Override Switch Role | DFA Health | |» =2 SWItCh e S
4 Spines

Nodes
© AILiksOK @ Some Links Down
@ Onelinklet @ AlLinks Down o Port/I nte rface
@ Unreachable

DFAVT1-SPINE1 DFAVT1-SPINE2 DFAVT1-SFPINE3 DFAVT1-SPINE4 d i S a b I e d to p reve nt
Links .
any risk to the
5 Leaves network infrastructure

Click on a switch to see details o . . o

DFAVT1-BL-GW1 DFAVT1-BL-GW2 DFAVT1-SC-SW1 DFAVT1-SC-SW2 DFAVT1-SC-SW2 DFAVT1-SC-SW4

Configy ~ Admin ¥
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Fabric Visibility

l

VM ang PE
tracking

Identify
Potentig)
ISSUES

Open
Interface

&>

Customers: Need visibility into Fabric to understand performance and bottleneck
of network.

Need view of entire network and elements

Ability to track VM and Physical Elements in network

Proactive Response - to eliminate and isolate trouble spots

Programmatic interface to enable MMI to network devices

\Co



DFA — DCNM Fabric Visibility

O~ By Name

Health — Inventory — Topology —
Problems Events Last 24hrs Sources | 1 LANS ARG GINED) (@) @D
Layout Restored.
Unmanaged Switches 0 Emergency 0 Switches | 7
Switch Warnings 0 Alert 0 ISLs 12
Critical 0 Virtual | 12 VLANs
Error 0
Warning 0
Notice 0
Info 0
Debug 0 Switch Ethernet Ports: leafd leaf1 leaf2 leaf3 leafd
© [M3tUsed 877Free |  ISL 24hr Peak Rx/Tx
Top ISLs/Trunks (24 Hours) . Top CPU (24 Hours) . Top Access Ports (24 Hours) .
Switch util% Name Rx Util% Tx Ut.. [
leaf3 M2 ] £ leaf4 Ethernet2/17 0 [0
4 leaf4 [T"27] [ leaf4 Ethemnet2/10 I—— O ——
( £ leaf2 M2 ] [ leaf4 Ethernet2/13 0 [0 -
) mmﬂﬁrﬂ&?' I RS I B leafl [T 2 ] B leafd Ethemet2/12 -
{4 spine0 217 {4 leaf4 Ethernet2/22 0 [0
(¥ leafd T2 ] {# leaf4 Ethernet2/16 [ 0 | N
B spinel [T"1 ] [¥ leaf4 Ethernet2/14 0 [0
B leaf4 Ethernet2/21 ——  ——

© 2012 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 16



DFA - DCNM Host Visibility

Note: Supports Physical server
as well

9 Notify DCNM of VM. j

vCenter
SCVMM

( )
O OO O =3

Virtual-Machine
Manager




DFA — DCNM Host/Network Relationship

Performance v Inventory ¥ —Reports' Config v

I ———— e DX
| =

| oM | < | aAbe

DOy 8y Name

Admin ¥

Host Enclosures (18 items) Al v % e E = Events - 10.29.169.222 (0 items) e @ x 0
| MName 1P Address l #Macs ‘ Mac Addressies) FWWNS ‘ Port WwHN(s) |2 ‘ Last-First Seen Count | Host Port Type Severity Description

4 001b.2a0h.dgge 1| 00:1B:24:9B:D9:8E 0

s 21Y oo1b.2aok.dosf 1| 00:1B:24:98:09:5F 0

6 EIQ 0022.be3a.a7c0 1 00:22:BE:3A:A7:CO u] i

7 21 oo2a.sdes.bbao 1| 00:23:50:25:88:40 0

g 1Y 0023.3bad.7800 1| 00:23:4B:AD:78:00 0

g 21Y oozasatd.fect 1| 00:28:684:1D:FC:CL 0

10 218 n02a.6a27.27fc 1| 00:24:64:27:27:FC 0 I

1 ROBEE 10.20.160.221 10.29.169.221 7| c0:67:af:03:bb:62, CO:67: 0 =

12 7 R 10.29.169.222 7| c0:67:af:03:bb:06, CO:67: 0

13 RN 10.20.160.223 10.29.169.223 7| c0:67:af03:bd: 1c, c0:67: 0

14 RIOBEEAE 10.29.160.32 10.29.169.33 15| 88:43:01:C2:09:66, 83:4% 4| 20:00:f0:f7:55

15 | RIBEEFIEE 10.20,160.34 10.29.169.34 15| 83:43:eLic2ibe: le, 88:43 2| 20:00:54:78:1

16 RIIBEEAE 10.29.160.35 10.29.169.35 17| 88:43:e1:c2:b5:02, 88:4% 4 20:00:.;4:4::116

17 | RIBEEHE 10.20.160.36 10.29.169.36 7| 7c.ad:74:6e:f2:00, 7oiad: 2| 10:00:00:90:fal 5

[«L AL J I>] [«L = J [>]

@Q

Topology - 10.29.169.222

Traffic -- 10.29.169.222

nbk-leaf-2018
Linux.31.102-222

nék-leaf-2017

WX : 10.29.169.222 WRX : 10.29.169.222

1.7Me
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Fabric Access (XMPP) Overview

XMPP
Client

Benefits:
Create logical groups
Retrieve data (HMI or MMI)
Event based (future)



XMPP Chat Demo with Pidgin

« Switches will appear as Buddies

« The Status of the Switches will be shown

@ Buddy List

Buddies Accounts Tools Help

=] B3

=] Buddies

() N6k-Spine-2015

() Nek-Spine-2016

« You can now IM to a Switch sending NX-OS CLI command
Double-click the Buddy Name to open a Instant Message session

@ n6k-Spine-2016

Conversation Options Send To

P [=] B3

(_) Nek-Spine-2016

age - seconds since last seen, +

(9:12:51 AM) admin@dcnm-250.cisco.com/ 2684b431-11f5-438c-94ea-e3‘{%730e5a5e: show mac address-table
(9:12:51 AM) N6k-Spine-2016: Legend:
* - primary entry, G - Gateway MAC, (R) - Routed MAC, O - Overlay MAC
- primary entry using vPC Peer-Link
VLAN MAC Address Type age SecureNTFY Ports/SWID.SSID.LID

002a.6a22.a33c static 0

1
+

F F 217.0.0

=11
=11  002a.6a22.a67c statc 0 F F 215.0.0
*11  002a.6a27.27fc static 0 F F 218.0.0
Results returned :: 0
=
|A|Font | ok Insert | (&) Smile! | ([) Attention!

o




Scalable and Resilient Network

&>

Customer: Need flexible architecture to reduce network down time, ability to
support multi-tenant and grow network on demand.

Reduce Failure Domain and bottleneck

Seamless support for any workload anywhere

Provide network flexibility and scalability

From the very small to the very large: physical or virtual



Traditional Fabric DFA Fabric

Failure
Domain

—_

Failure
Domain

Gateway functionalities are traditionally located at the
Aggregation layer.

Failure domain extends between the entire L2 to L3

A\ bcusaioryAgs) 4 = Leaf (Access) () = Fabric Interface - Distributed Gateway at leaf reduces failure domain



Connecting Switches for DFA

Distributed Gateway exists on all DFA-Leaf
where VLAN/Segment-ID is active

There are different DFA Forwarding Modes for
the Distributed Gateway:

Proxy-Gateway (Enhanced Forwarding)
Leverages proxy-ARP
Intra- and Inter-Subnet forwarding based on Routing
Contain floods and failure domains to the Leaf

Anycast-Gateway (Traditional Forwarding)
Intra-Subnet forwarding based on FabricPath
Layer-2 lookup is performed at the leaf

Data-plane based conversational learning for endpoints
MAC addresses

; ARRP is flooded across the fabri
A =DFA-Spine 4 = DFA-Leaf < =DFA-BorderLeaf () =Fabric Interface () = DFA Route-Reflector = Distributed Gateway




DFA Enhancement to support Multi-tenant

(Segment-ID)

Segment-IDs are utilized for providing
isolation at Layer-2 and Layer-3 across the
DFA Fabric

802.1Q tagged frames received at the Leaf
nodes from edge devices must be mapped to
specific Segments

The VLAN-Segment mapping can be
performed on a Leaf device level

VLANs become locally significant on the Leaf
node and 1:1 mapped to a Segment-ID

Segment-IDs are globally significant, VLAN
IDs are locally significant

Note: The “system fabric dynamic-vlans”
range will be used for the VDP dynamic
derived VLANSs to Segment-Id mapping

= 802.1g Trunk

VLANSs VLANSs
Segment-IDs (Global)




\Co

Workload Automation

Customer: Application roll out takes days due to disjointed and manual provisioning.
Pollution of stale configuration. Need consistent way to roll out VM/PM.

¢ Improve Workload Rollout Timing: Days to minutes
*» Network Configuration automatically applied: VM /PM event triggered
» VM/PM orchestration alongside service orchestration

* Resource creation/removal based on usage




DFA: Workload Automation
...Provisioning Simplicity SO

CPOM / vCD \

. Configuration / UCS Director \

Profiles
f OpenStack \
T
N I ot )
-, B B /

e, Y,

[ Cisco N1kV
oVS

Under the hood

A
Q \

Create Tenant Network

Communicate Tenant Network to Fabric

New VM gets created in Red Network

Instantiates Red network
@ Q ©) .
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Licensing Requirements:

N5600, N6k & N7k

- LAN Base

- LAN Enterprise

- Enhanced Layer-2
Nok

- Enhanced Layer-2
N1kv

- Essentials Edition

stay tuned for Bundles
(also including DCNM
Advanced Edition)

Resolution 4000 x 3200 px - free download - www.psdgraphics.com



Licensing:
CPOM with all it's functionality is
FREE!

Including DCNM Essential Edition

Resolution 4000 x 3200 px - free download - www.psdgraphics.com



NI
CISCO

Dynamic Fabric Automation

Hands On Demo



Agenda

« DCNM Overview
« Fabric Bring up with POAP

Cable Plan Verification

« Managing the Fabric with DCNM
« Managing the DFA Nodes with XMPP

« Manual Provisioning
Physical Hosts

« Semi Automatic Provisioning
Physical Hosts
VMware vCenter Hosts

VMware vMotion across the fabric

Fully Automatic Provisioning with OpenStack



DCNM Functional Detalils

OpenLDAP

Server

Orchestration
Integration
Script

RabbitMQ
AMQP

DATA Center Network Management
Setup, Visualization, Management and Monitoring of Data Center Infrastructure (Network —

Repositories
DHCP Server

Script
(TFTP)

Compute — Storage)

Configuration and Software
(SCP/FTP/ISFTP/HTTP)

OpenStack Controller
Horizon

Nova
Horizon

RabbitMQ

Neutron

© 2012 Cisco and/or its affiliates. All rights reserved.

OpenStack Compute

OVS
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)
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Phy1

Phy3

Phy2

Phy4

COMP2

CONTROL

Topology

. Enhanced Fabric Management Network 100.100.100.0/24

ESX2 172.27.245.225

vmnic3

vmnic2

COMP1

eth2

ethO

ethO

eth2

ethQ

p—
ESX1 172.27.245.222
vmnic3
vmnic2
eth1
DCNM VCenter
172.27.245.227 172.27.245.245
ethO

DCNM Access Network 172.27.121.0/24




Thank you!

Please complete the post-event survey
Join us for upcoming webinars:

Register: www.cisco.com/go/techadvantage

Follow us % @GetYourBuildOn




