
Transforming infrastructure into consumable Private Clouds 

Cisco ONE Enterprise 
Cloud Suite –  
Infrastructure Automation 



Market Trends 
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8   Policy Everywhere 

Cisco’s Approach - Loosely Coupled, Fine Grained 
Programmable Policy-Driven Models 
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Cisco ONE Enterprise Cloud Suite 
Solution Overview 
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POLICY DRIVEN END-TO-END AUTOMATION AND 
MICRO-SEGMENTATION 

Compute Storage Network Virtualization 

VM 

Infrastructure Integration 

Private Clouds 
Orchestration Platform 

Enterprise Cloud Suite – Reloaded for FY17! 
Comprehensive Cisco Cloud Platform for Hybrid IT 

UCS Converged Infrastructure 

Compute | Network | Storage | 

Virtualization    

Unified IT Service Catalog 

Application-centric Lifecycle Management 
Model  |  Benchmark  |  Deploy  |  Manage 

Application Profiles 

Application Environments 

IT App Admin 

Infrastructure 
Admin 

End User/ 
Developer  

or IT Consumer   Application-centric Cloud Management  

Private and Public Clouds 
Application Profiles | Policies  | DevOps | Services 

     IT Service Management 
Unified Infrastructure and Application Catalogs 

Datacenter Infrastructure Automation 

Big Data Automation  
 

| Heterogeneous| Policies  | Orchestration | Micro-Segmentation | 

I Performance Management | Capacity Management | Services 

 

Public Clouds 

Private  

Cloud Architect 
DevOps CIO / LOB 

HX Hyperconverged Infrastructure 
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Infrastructure  

Automation  

New Cisco ONE Enterprise Cloud Suite Offers! 

 Cloud  

Management 

Service 

Management 

Big Data 

Automation 

All ECS Packages can be purchased independently or together 



Infrastructure Automation 
Use Cases & Outcomes 

Use Cases: 

• Self-service consumption of data center 

infrastructure (compute, network, storage 

& virtualization) 

• Multi-vendor automation & orchestration 

• Performance monitoring & capacity 

planning  

• Unified management of UCS Domains 

• Secure, repeatable application deployment 

with micro-segmentation 

 

Business Outcomes: 

• Greater data center productivity  

• Simplifies and standardizes data center 

processes  

• Support business acceleration  

• Maintains IT control  

• UCS Director 

• UCS Performance 
Manager 

• UCS Central 

• IMC Supervisor 

• Virtual Application 
Cloud Segmentation 
(Starter Pack*) 

Per Server       
Subscription 

* Starter Pack allows up to three application containers per license purchased 



Cloud Management 

Starter Package*       
Subscription 

• CloudCenter 
Manager (qty 1) 

• CloudCenter 
Orchestrator ( qty 2) 

• CloudCenter VMs 
(qty 100) 

Use Cases & Outcomes 

Use Cases: 

• Deploy and manage applications across 

data center, private and public cloud 

environments  

• Single application profiles integrate into 

DevOps and CI/CD solutions  

• Migrate and redeploy workloads to any 

cloud with ongoing management 

 

Business Outcomes: 

• Capacity Augmentation by optimizing 

utilization of DC, private cloud and public 

• Up to 60% faster application deployment 

across environments 

• Real-time benchmark capabilities ensure 

cost-effective workload placement   
 

• * Not Sold Per Server 

• Additional Managers, Orchestrators and VMs can be ordered using a C1 “spare” PID 

• Support provided is Solution Support 



Service Management 

*   Not sold “per server” 

**  Additional throughput pack via spares PIDs under Cisco ONE 

Starter Package       
Subscription 

• Cisco Prime Service 
Catalog Base 

• Cisco Process 
Orchestrator 

• 20k Transactions/yr 

Use Cases & Outcomes 

Use Cases: 

• Unified self-service Catalog and 

Configuration Management for Cloud, 

Application and Infrastructure services 

• Out of the box integration with Cisco UCSD, 

Cloud Center, and Process Orchestrator 

• Auto Import of automation tasks, workflows, 

application profiles and publish them into 

the unified catalog 

• Solution can be extended to Workplace 

services and Business Process automation 

 

Business Outcomes: 

• Consolidate multiple portals into one portal 

• Automate integration with backend systems 

• Deliver unified digital experience to LoB, 

DevOps, and ITOps user segments 
• Sold per transaction - a transaction is a PSC service request or PO workflow execution 

• This package includes PSC base features and full PO features including all PO adapters 

• Additional Service Management features and transaction capacity can be added to Service 

Management Base 



Big Data Automation 

Per Server       
Subscription 

• UCS Director 
Express for Big Data 

Use Cases & Outcomes 

Use Cases: 

• Single touch deployment of Hadoop 

clusters on UCS architecture  

• Integrate with major distributions:   

Cloudera, MAPR, HortonWorks, and 

Splunk Enterprise 

• Comprehensive Diagnostics for 

infrastructure and Hadoop configurations 

• Customization via northbound API to 

integrate with 3rd party solutions  

 

Business Outcomes: 

• Consistent Hadoop configurations  

• Reduces data center complexity through 

centralized management of Big Data 

hardware and software    



Infrastructure  

Automation  

Choose the ECS Offer that customer needs 
now 

 Cloud  

Management 

Service 

Management 

Big Data 

Automation 

All ECS Packages can be purchased independently or together 



Or choose to buy in 
combination and save! 

Save more when you combine ECS - Infrastructure Automation with  ECS - Cloud 

Management – This combination is called “Foundation for Cloud” 

Infrastructure  

Automation  
 Cloud  

Management + 

Foundation for Cloud 



Infrastructure  

Automation  

The more you buy the 
more you save! 

 Cloud  

Management 

Service 

Management 

Big Data 

Automation + + + 

Save more on the other ECS Offers when ordered in combination with 

“Foundation for Cloud” 

Infrastructure  

Automation  
 Cloud  

Management + 

Foundation for Cloud 



Enterprise Cloud Suite -  
Infrastructure Automation 
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Presentation ID 

IT Challenges 
Automation critical for Data Center Transformation 

Speed 

 Rapid  Delivery of 

Services 

 

 Multi-Vendor Support 

 

 Policy-based Automation 

Cost 

 Increasing IT OpEx 

& CapEx 

 

 

Multi-Tenancy 

 Secured isolated 

Infrastructure 

 

 Compliance  

 

 Governance 

IT Siloes 

 Multiple Teams 

 

 Manual Handoff 

 

 No Single view 

 

      

7 weeks, x # of service tickets 



OS and Apps 

Hypervisors 

Typical Customer Pain Points 

Time to  
Value 

• In order to deploy integrated infrastructure, 

need management tools and processes 

• But asking teams to make 5+ tools work 

together takes too long 

Fully Exploit  
Capabilities 

• Understanding performance and capacity 

within an integrated infrastructure is 

challenging 

• Without appropriate information, customers are 

reluctant to change configurations even when 

change can deliver better ROI 

Application  
Visibility 

• Quickly identify whether application issues are 

related to integrated infrastructure 

configuration 

• Forecast when integrated infrastructure 

configuration should be adjusted or additional 

resources acquired 

Virtual and Bare Metal 
vSphere, Hyper-V, Linux, 

Windows 

Network Devices 
Cisco Nexus, Catalyst, MDS 

Cisco UCS 
Unified Computing System 

Storage devices 
EMC, NetApp 



Infrastructure Automation 
Use Cases & Outcomes 

Use Cases: 

• Self-service consumption of data center 

infrastructure (compute, network, storage 

& virtualization) 

• Multi-vendor automation & orchestration 

• Performance monitoring & capacity 

planning  

• Unified management of UCS Domains 

• Secure, repeatable application deployment 

with micro-segmentation 

 

Business Outcomes: 

• Greater data center productivity  

• Simplifies and standardizes data center 

processes  

• Support business acceleration  

• Maintains IT control  

• UCS Director 

• UCS Performance 
Manager 

• UCS Central 

• IMC Supervisor 

• Virtual Application 
Cloud Segmentation 
(Starter Pack*) 

Per Server       
Subscription 

* Starter Pack allows up to three application containers per license purchased 



API 

VACS 
Network Segmentation 

API API 

API 

API 

API 

Standalone UCS 

C-Series 
Unified Computing 

System 

UCS Central 
Policy Driven, Multi Data 

Center, Multi-Domain 

Management 

UCS Director  

Policy Driven, Application Centric Infrastructure Management and 

Orchestration 

CIMC 

Integrated & Converged  

Infrastructure 

UCS Manager 

Domain 1 
UCS Manager 

Domain N 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Storage 

Virtual Machines 

Network Devices 

Servers 

Non-Cisco 

Infrastructure 

Infrastructure Management 

API 

IMC Supervisor 

API 

UCS Performance 

Manager 
Performance Monitoring 



Virtual appliance for performance  

and capacity management for Cisco  

integrated infrastructure 

WHAT 

Enables active performance  

monitoring of entire integrated  

infrastructure stack 
WHY 

Cisco integrated infrastructures:  

VCE Vblock, NetApp FlexPod, EMC  

VSPEX, and custom 
WHO 

Cisco UCS Performance Manager 

Build Your 
Own 



Cisco UCS Performance Manager 
 

Out-of-box monitoring  

rules and thresholds 

UCS Integrated 

Infrastructure 

VMs Compute Network Storage 

UCS Performance 

Manager 

OS and 

Virtual 

Machines 

Storage 

Network 

Compute 

Virtualized and Bare-Metal 

Compute and Hypervisor 

Network devices 

VM VM 
Bare 
Metal 

Storage devices 

App 

OS       OS       OS       OS 

App 

OS 

• Single Pane of Glass 

• Performance and 

Capacity Management 

• Real-time infrastructure 

stack monitoring 

 

Automated Topology 



UCS Mini 

Edge-Scale Cloud-Scale 

UCS B-Series Blade Servers  

UCS C-Series Rack Servers 

Core Data Center 

UCS 

C3260  

UCS Central: Unified Management for UCS 



Cisco IMC Supervisor 
Centralized Management for Cisco C-Series & E-Series Servers  

Reduce costs and increase efficiency in managing Cisco Standalone Servers 

Platforms Supported:  

• C-Series M3 & M4 Servers 

• E-Series M1 & M2 Servers 

Core Features:  

• Platform Hardware Inventory 

• Hardware Health Status 

• vKVM Launcher (Incl. vMedia) 

• Firmware Inventory + Mgmt 

• Call Home (E-mail Alerting) 

• Cisco Smart Call Home 

Advanced Features: 

• Policy-Based Framework 

• Hardware Profiles 
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Cisco Virtual Application Container Services (VACS)  

Secure segmentation in 

mins on shared 

infrastructure 

Simplified virtual 

networking and security  

Unified virtual services 

licensing: cost-effective 

solution 



A Closer Look: UCSD 



Cisco UCS Director - Overview 
Infrastructure Automation and Private Cloud Foundation automation  

Virtualization 

Physical Servers 

Network 

Storage 

“Like music…there’s an 

appropriate timing and order 

of operations when 

provisioning infrastructure…” 

       UCS Director 

Infrastructure Automation and 
Orchestration 

 Physical Compute, Network, Storage, Hypervisor 

 Day0 bring up of Infrastructure 

 Single Pane Management 

 Converged Infrastructure (FlexPod, Vblock,..etc.) 

Private Cloud Foundation 

 Secure Multi-Tenancy 

 Application Infrastructure Blueprint 

 Resource Management 

 Self-Service Portal 

 Metering and Showback 

Improve IT Operational Efficiency 

 Reduce Opex & Decrease Service Delivery time 

 Reduce Capex  

 Increased Visibility 

 Increase focus on value-add services  



• Abstracts configurations of hardware and software 
into programmable tasks  

• Tasks used to create automated workflows 

• API attached to task eliminating scripting  

• Pre-validated, run immediately after creation  

• Workflows published into service catalog or called 
via APIs by CloudCenter and others 

• Dynamic orchestration that keeps business moving  

• No other vendor that offers such comprehensive 
Infrastructure Automation capabilities 

UCS Director - How Does it Work?  



Applications 

DC Automation for Cisco Converged Infrastructure Stacks 

Data Center Infrastructure 

Integrated Infrastructure 

Converged Stack w/ Storage Partners Cisco Stacks w/ Software Defined Storage  

Vblock 

VCE 

VersaStack 

IBM 

SmartStack 

Nimble 
Storage 

FlashStack 

Pure 
Storage 

OpenStack 

Red Hat 
OpenStack 

FlexPod 

NetApp 

UCS Director 
Cisco 
UCS 

Cisco 
Nexus 

Cisco Converged and HyperConverged Infrastructure 

Container Stack 

Docker 

Big Data & 
Analytics 

All Cisco 
Infra 

Cisco 
HyperFlex 

Hyper 
Converged 

Primarily Blades Primarily Racks 



Example - How are we managing Converged 
Infrastructure? 

 

Challenges: 
 

• Many groups 

• Many human 
interfaces 

• Manual steps 

• Compliance 

 
 

Result: 
    Delays 

Virtual Admins Network Admins Server Admins Storage Admins 

Approvals 
Define  

Cost  

Models 

Setup  

VDC 

Add  

Users  

and Groups 

IT  

Planning 

Business 

Application 

Requirements 

Configure  

SAN Zoning 

Create UCS  

Service Profiles 

Create  

Network Policies 

Update  

Trunks 

Create  

VLANs 

Add VLAN to  

Service Profile 

Create  

VLAN 

Create Storage 

Resources (LUNs  

and Volumes) 

Configure  

Servers 

Bare metal  

Provisioning (PXE  

Boot with ESXi 

5.x/6.x) 

Setup  

Servers 

UCS Blade  

Power On 

Create  

Storage Policy 

Map  

NetApp LUN 

Add vFilers  

to Group 

Create  

vFilers 

Create  

IP space 

Send Complete 

Notifications 

Register  

Host Node 

Weeks 



Cisco DC Automation – UCS Director 
Broad Multi-Vendor Infrastructure Support  

Converged VM L4-L7 Compute Network Storage 
Hyper- 

Converged 

HyperFlex 

 



Importance of UCS Director with ACI 

Automation - ACI Fabric Only Automation- ACI Fabric, 

Compute/Storage/Virtualization  
Out-of-box Workflow Tasks for:  

 Tenant 

 Application Network Profile 

 VRFs, Contracts, EPGs, BDs, L2Out, L3Out 

 Service Graphs, Device Clusters, etc. 

 VMM Domain, Static Paths, etc.  

End-to-End automation support: 

 ACI Model (Tenancy, application infra profile, 

other ACI constructs) 

 Compute Layer - Virtual/Physical Server  

 Storage Layer 

 Virtualization Layer 

 Lifecycle Management - Services 



Cisco Prime Service Catalog 

Cisco Cloud Center 

 

Northbound Integration 

REST API PowerShell 
API 

Other PowerShell Clients 

Other portals 

Extensibility with UCS Director 

SDK 

Ecosystem 

Partners 

 

Southbound Integration 

 

Orchestration 

API 

 Northbound Integration 

 REST API 

 Powershell 

SDK 

 Southbound Integration 

 Open Automation SDK  

Orchestration 

 Workflow Orchestration 

 Workflow Designer 

 2000+ Tasks (4 SMEs in a box) 

 Custom Tasks 

UCS Director 



UCS Director Extensibility Model 

Implementation 
Skill Level 

Customization Level 

Generic Tasks 

• SSH  

• PowerShell 

Custom Tasks 

• Javascript 

• CloupiaScript 

Northbound APIs 

• REST 

Southbound APIs 

• Open Automation 

OOTB Task Library 

• Workflow designing 



 

 

 Policy based Bare Metal for 

UCS Managed Servers (only) 

 Bare Metal Catalog with 

Workflow support for UCS 

Manager based policy 

 Bare Metal Cost Model  – 

compute, storage, network, 

fixed and one-time cost 

 BM UCS Server Selection – 

option to delegate to End 

Users (devOps BM roll out) 

 BM UCS Server Lifecycle, 

Showback and Chargeback 

(devOps BM roll out) 

 HyperFlex Pod – Wizard 

(account setup) 

 Day1 / Day2 HyperFlex 

Infrastructure automation 

(Tasks and Workflows) 

 HyperFlex based Private 

Cloud – IaaS automation 

 HX 1.7.1 support 

Bare Metal –  

UCS Managed Servers 
HyperFlex Management End User Portal UI 

 New User Interface (HTML5) 

 Revamped End User Portal 

 Customizable Landing Page 

Dashboard 

 Simplified Wizard Experience 

 Actions with refreshed icons 

 Improved search experience 

 Admin Portal remains as Flash 

based UI (Glacier Bay target 

for HTML5) 

UCS Director 6.0  – What’s New Highlights   



HTML5 End User Portal – UI 
End-User Landing Page  

Catalog Categories / 

Folders 

Dashlet Reports 

Capacity & Performance  

Reports 



HTML5 End User Portal – UI (Contd…) 
Catalog Items with new ICON Images 

Published Catalog Items with 

refreshed ICON images 



HTML5 End User Portal – UI (Contd…) 
New ICONs for VM Lifecycle Management 

New ICONs for VM’s life-cycle management 



HTML5 End User Portal – UI (Contd…) 
Switch User profile without LogOut and Login 

Edit user profile 
Select User Profile 

Switch User Profile 



UCS Director  - Automation for HyperFlex   
New! 

Use cases 

Benefits 

• Turn HyperFlex into Private Cloud – IaaS 

• HyperFlex Pod View, VM stack-view– Unified 
Mgmt across Converged & HyperConverged DC 
Infra 

• HyperFlex - Automation / Orchestration Tasks & 
Workflow 

• Unified HyperFlex, FlexPod, vBlock – Private 
Cloud - IaaS automation 

• Policy based automation to match workload 
targets for HyperFlex (VDI, VSI, etc.) 



• Learning Tracks customized for  
Infrastructure and Application 
Developer 

• UCS Director Sandbox and Emulator 
to try your code as you build solutions 

• Solutions ideas to accelerate your 
development cycle 

 

Tools to help in your journey of  

infrastructure automation for DevOps 

and cloud native apps   

UCS Developer Center 

https://developer.cisco.com/site/ucs-director/overview/ 

 



Cisco UCS Director Community Workflows Index 

https://communities.cisco.com/docs/DOC-56419 

4

2 

https://communities.cisco.com/docs/DOC-56419
https://communities.cisco.com/docs/DOC-56419
https://communities.cisco.com/docs/DOC-56419


UCSD - Tech Module Series 

• Tech Modules provide technical information on what is supported as part of each 
integrated connector in UCS Director  

• Follow a specific template and consumers can expect consistent data across any 
available connector 

• Includes real-world use-cases and example workflow(s) to automate those use-cases 

• Valuable tool for both pre and post-sales engagements, possibly even a substitute when 
live demo is not available 

• Current Tech Modules are “connector-based”, plan is to also create and offer “solution-
based” (or “use-case-based”) modules as well 



 UCSD Product Direction 

User Experience – Simplicity, Ease Of Use, 

Operations Focused    

Enterprise Grade – HA, Scale, Completeness, 

Version Compatibility, Quality ,Documentation,  

Persona & Use Case based (Infrastructure 

Admin, Cloud Admin/Tenant Admin, End 

User/Developer) 

Single architecture – ACI and non-ACI, unified 

Resource Model, Tenancy Model , Application 

Containers, Resource Management,  Storage 

Support  

Open and Extensible, SDK (industry standards), 

IVT Certification, Documentation, Information 

model consistency, API Consistency  

UCS,HP,DELL 

Virtualization 
VMWARE, Hyper-V, KVM 

Storage 

Nexus, MDS 

ACI , L4-L7 

SDK, OpenStacK 

Containers 

Integrated 

Infrastructure 

Hyperconverged 

Private Cloud 



UCS Director Unique Value Proposition 

Flexibility with Model based orchestration 

Multi-vendor and converged infrastructure support 

Single integrated solution for virtual and physical 
infrastructure 

Out of the box Turn-Key Solution (2500+ Tasks) 

Expanding ISV Ecosystem based on Open Automation 

Ease of use. Rapid deployment. Lower TCO 




