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Housekeeping

« Submit questions in Q&A panel and send to “All Panelists”
Avoid CHAT window for better access to panelists

* For WebEx audio, select COMMUNICATE > Join Audio Edit Share Viev: Communicate Participant

Broadcast

* For WebEx call back, click ALLOW phone button
at the bottom of participants side panel

 Where can | get the presentation?
Or send email to: ask techadvantage@cisco.com

 Please complete the post-event survey

 Join us May 15t for our next TechAdvantage Webinar:
L2VPN in the Data Center
www.cisco.com/go/techadvantage
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Business and IT are Changing Like Never Before
Drastic Change in Application Type, Delivery, and Consumption
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Business and IT are Changing Like Never Before
Drastic Change in Application Type, Delivery, and Consumption

SEENIEERS

Public/Hybrid Yertzo
Cloud ORACLE

Proliferation
of Devices

60% of IT professional cites performance as key
challenge for cloud




Performance is key

When users complain about Application Problem

What the users see ?

AN
""\e T
25 .

>
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IT team

My applications are so slow |
cannot get any work done today

y servers work fine, it must be
\ the network

N

? Increased Latency,

The Network administrator

| do not see anything
wrong



Cisco Cloud Intelligent Network
Delivering Optimal Experience, Pervasive Security, and Simplified Operations

Management and Policy
Users Cloud Services

| ~ Cloud Connectors
Collaboration Web Cloud " 31 Part
: L/
Survivability Security Storage
Visibility Optimization m Collaboration @ App Hosting

Network Services for Cloud
oud Intelligent Platforms

CSR 1KV

Branch Private/Public/Hybrid

Branch Office Campus / Data Center




Cisco Router Vision
Optimize Rich Service Integration and Performance to Meet Business Needs

Converged Application Centric Scalable Services
Network Services Networking without Compromise
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Unified
Data Plane
Services

Network Service
Consolidation

erformance with Concurrent Services




Network IT Complexity with Overlay Appliances

: Application .
: $ Visibility and Control .
: ,@ .
i : Internal
: Resources

. —a | ===

o m e

WAAS  Router
*  Firewall Corporate Firewall Internet

- and VPN WAN Path Network
- Control -




Cisco’s Approach: One Network with Unified Services

Internal
Resources

Corporate Firewall
Network




Cisco’s Approach: One Network with Unified Services

- (One Network
UNIFIED SERVICES

L4-L7
Application
Services

- Application
Delivery Routing Redefined
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Application Visibility and Control

The Solution to manage the network... and control your transition to the cloud

Discover: 1000+ applications categorized
to simplify management

Performance Collection:
Enhanced application performance reports, url hit
counts, top applications ...

Control: Apply QoS, Acceleration and Path
Control according to company performance
expectations

Application Visibility and Natively Integrated into Simple to Enable

Control Cisco Routers




What is Application Visibility and Control (AVC)

What is Needed

Cisco

ORAWGX
4

-

Application
Recognition

|dentify applications
using L3 to L7
information

Reporting Tools

Perf. Collection &
Exporting

Collect application
performance
metrics, and export
to management tool

App Visibility &
User Experience Report

BW | Transaction| ..

SAP 3M 150 ms
Sharepoint 10M 500 ms

Management
Tool

Advanced reporting
tool aggregates
and reports
application
performance

Control

Control application
network usage to
improve application
performance




What is Application Visibility and Control (AVC)

Enabled Technologies

App Visibility &
User Experience Report

Transaction| ..
Time

SAP 3M 150 ms

Sharepoint 10M 500 ms : Med

<~ ' n - B

-

-
.

Reporting Tools

Application . Perf. Collection & Management

Recognition Exporting 55 Control

 Unified Monitoring

- Traffic Statistics . (i :
* NBAR2 - Response Time Cisco Prime

« Metadata _ Voice/Video Infrastructure

Monitoring « 3 Party Tools
- URL Collection

- QoS (w/ NBAR2)
. PR




AVC Solution Offering

{ ‘? \ Internet Edge
N/

* Provide value added services = Branch and WAN aggregation

» Discover application usage on
Internet router

» Traffic shaping limit recreational,
bandwidth hogging application, i.e.

from the same CPE used for deployment

connectivity = Application-aware Network

= Application visibility and Performance Monitoring

application performance report = Application-aware QoS and

= 31 Party Reporting tool intelligent path selection

integration » Integration with enterprise
infrastructure, i.e. switch, wireless

P2P
= GUI for reporting and
configuration




Application Recognition
Discover — NBARZ2 and Metadaie

.
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What is An Application?

HTTP

Are these
applications?

Or just ports?

What about these?
@ webex
“ Rhapsody
Gmail ‘
You-
WY McAfee W
Google )
Microsofts - tal k?
Exchange
@ BitTorrent ERlE R
. @J Cla
A g iTunes L‘ju
\lljvpidr;%osvgsi osegrver‘ @gsmrgrepoint

saleg%rce.com



Application Recognition in Enterprise

ll.ll

IIIII.

ACL and NBAR2 | .
Interact with application to go
. : deeper into the end user flows
Port based (ACL +1000 signatures embedded in
( ) ISR and ASR1k +1000 signatures embedded in
Up to Layer 4 analysis Up to the application level LIREE LR

ACL, DPI and Metadata

Up to the application level

Adding support on Unified
Access (Wireless controller,
3850)

Embedded in ISR and ASR
I EE B e ¢ r N



Discover
|dentify and Monitor 1000+ Applications Natively

Top Talkers EEEEENTN A
: E—_
Bandwidth e
) — Capacity Planning

N~ netflow-v9 |

IPFIX T

L7 Classification Performance Collection Monitoring &

Troubleshooting

Collect traffic statistics and 50+
performance metrics

Integrated DPI engine (NBAR2)
recognizes 1000+ applications
Export information using open export
protocols such as netflow-v9 and
IPFIX

In-service application signature
update

http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6558/ps6616/product_bulletin_c25-627831.html



NBAR2 Highlight

Number of Applications
Supported

1200
1000

800

600 “NBAR1
400 NBAR2

200
o,

NBAR1 NBAR2

 More than 1000 applications support and
growing

- Categorization to simplify application
management

+ In-service signature update through Protocol
Pack

HTTP URI

HTTP Hostname Browser Type

Trafic par hostname @
1- 60n116ﬁ2 3/4/5/6/10/ 20

www.cnn.com 546.46 Ko 109.23 Ko
15 ads.cnn.com 54 .87 Ko 78.97 Ko
12 i.cdn.turner.com 251.56 Ko 23.64 Ko
12 mi.adinterax.com 608 Octets 1.92 Ko
12 cdn.ndtv.com - 480 Octets
1 d3.zedo.com 176.28 Ko 37.94 Ko

- Field Extraction — collect application
specific information in addition to
identify applications

Sub-port Classification — match
parameters of the applications



Simplify Application Management with NBAR?2
Attributes

- NBARZ2 attribute provides grouping of similar types of applications
- Use attributes to report on group of applications or to simplify QoS classification

- 6 pre-defined attributes per application (can be reassigned by users)

Category First level grouping of applications with similar functionalities

Sub-category Second level grouping of applications with similar functionalities

Application-group Grouping of applications based on brand or application suite

P2P-technology? Indicate application is peer-to-peer

Encrypted? Indicate application is encrypted

Tunneled? Indicate application uses tunnelling technique




/> Home

Workflows ¥

Design ¥  Deploy ¥ | Operate ¥ i Report ¥  Administration ¥
Applications and Services E—’é Application Server Management
Services All Applications Selected 0 | Total 1381 6 3} ,
( p) | = asenice > i Show [ Al M)
l&=1R4 ’\3 :]‘ Application Name v [ Business... ’ Category ‘ Sub Category ‘ P2p ‘ Tunnel [ Encrypted ‘
== All Applications [T 00Imyapp No other other Unassigned  Unassigned  Unassigned
5 browsing [J 3com-amp3 No other other Unassigned Unassigned Unassigned
:Ea business-and-productivity-tools (J 3com-tsmux No obsolete other i Unassigned Unassigned
i3 email (O 3gpp2-a10-pkts No other other Unassigned Unassigned
=Ea file-sharing (O 3gpp2-a10-ubs No other other Unassigned Unassigned
=E§ gaming [(J 3gpp2-ai1 No other other Unassign Unassigni
=Ea industrial-protocols O 3pc No layer3-over-ip other Unassigned n NBAR2 Att b t
#2) instant-messaging (0 802-1ad No other other Unassigned Unassign rioutes
(O 802-1ah No other other Unassigned i
g internet-privacy . .
. [(J 914c/g No net-admin remote-access-terminal No
:EE \ayer-overip O 9pfs No net-admin storage No No No
:EE location-based-services O aarp No other other Unassigned Unassigned Unassigned
:Ea net-admin O acap No net-admin network-management No No No
'Ea newsgroup [J acas No other other Unassigned Unassigned Unassigned
=EE obsolete [0 accessbuilder No other other Unassigned Unassigned Unassigned
g other [0 accessnetwork No other other Unassigned Unassigned Unassigned
g social-networking O acp No other other Unassigned Unassigned Unassigned
=E§ trojan (J acr-nema No industrial-protocols other No No No
¥ voice-and-video [J active-directory No net-admin network-management No No No
[ activesync No business-and-productivity-tools client-server No No Yes
[0 adobe-connect No business-and-productivity-tools remote-access-terminal No No Yes
[J adtech-test No other other Unassigned Unassigned Unassigned
O aed-512 No obsolete other Unassigned Unassigned Unassigned
[ afpovertcp No business-and-productivity-tools backup-systems No No No
O afs3 No other other Unassigned Unassigned Unassigned _
Workflow Status 0 @0 & 0 | & SupportCases | Alarm Browser | Alarm Summary @ 0 ¥ 0 4 0




Global Application ID

- Global Application Id: a unique Id per application reported of all DPI engines in Cisco
|0S ISR, I0OS-XE ASR1k, Network Analysis Module, |OS Firewall
Future: WAAS Express, etc...

- An Cisco proprietary format, based on 1 byte 3 bytes

On a L4 protocol, i.e. the IANA well known ports { A Y A \

On a L3 protocol, i.e. the IANA protocol type m

On a L2 protocaoal, i.e. the Ethertype
On a L7 application/protocol: proprietary assignments (NO IANA reqistry for L7)

- Going to the IETF with this application id encoding
“Export of Application Information in IPFIX”, RFC 6759



Define Your Own Application in NBAR2

Add Port

Port(s):

Protocol: | tcp H

‘ ¥ Cancel ‘ \ & ok l

-

Port

e TCP or UDP

» 16 static ports per
application

* Range of ports (1000

maximum)

Payload HTTP URL

» Search the first 255 bytes » URI regex
of TCP or UDP payload e Host regex

» ASCII (16 characters)

* Hex (4 bytes)

* Decimal
(1-4294967295)

» Variable (4 bytes Hex)

27



NBARZ2 Field Extraction

Overview

- Ability to look into specific applications for additional field information
NBAR2 extracted fields from HTTP, RTP, Citrix, etc... for QoS configuration
HTTP Header Fields

Eases classification of voice and video traffic
VoIP, streaming/real time video, audio/video conferencing, Fax over IP
Distinguishes between RTP packets based on payload type and CODECS

Some extracted fields within Flexible NetFlow and Unified Monitoring



NBARZ2 Field Extraction

HTTP Example

a http://www.cnn.com/US @ Se0/0/0 ‘ 33

(IP=192.168.100.100) WWW.chn.com
(IP=157.166.255.18)

= Ability to extract information from HTTP message

collect application GE? | /weather/getForecastfetime=37&&zipCode=95035 HTTP/1.1
http url Host: |svcs.cnn.com | < collect application http host

User-Age Mozilla/5.0 (Windows NT 6.1; WOW64; rv:14.0) Gecko/
101 Firgefox/14.0.1

collect application —/////—Accept: text/html, application/xhtml+xml,application/xml;g=0.9,*/
http user-agent *7q=0.8

Accept-Language: en-us,en;g=0.5
Accept-Encoding: gzip, deflate
ConnectiqQn: Kkeep-alive

CoHectappHcaﬁon_d,,,,,,fReiefef? http://www.cnn.com/US/

http referer



How NBARZ2 can be used

 Protocol Discovery — “ip nbar protocol-discovery” CLI
Discovers and provides real time statistics on applications

Accounting: per-interface, per-application, bi-directional statistics:
Bit rate (bps), Packet counts and Byte counts

Information available in the CISCO-NBAR-PROTOCOL-DISCOVERY-MIB
 Invoke ‘match protocol’ CLI in C3PL/MQC (class-map) CLI

Application optimization

Used in a number of different IOS functions (QoS, performance monitor, |IOS FW)
- With Flexible NetFlow (regardless of QoS)

Invoke ‘match|collect application name’ fields in flexible netflow (FNF)
Application name/ID is included in NetFlow export reports



Protocol Discovery
IPv4 and IPv6 Classification

- Discover application protocols transiting an interface,
and populate CISCO-NBAR-PROTOCOL-DISCOVERY-
MIB

- Supports both input and output traffic

interface GigabitEthernet0/0/2
ip nbar protocol-discovery

- Stateful application classification for IPv6 in IPv4 traffic ﬁ
- Detection of IPv6 in IPv4 traffic (ISATAP, Teredo,6to04,..)

With IPv6 tunnel inspection turn ON, NBAR classifies this flow as “HTTP”

interface Gil/1
ip nbar classification tunneled-traffic ?
ipv6inip Tunnel type ISATAP, 6to4 and 6RD
teredo Tunnel type TEREDO




NBARZ2 — Regular Updates

In-service Application Definition Update

PP1 (Maijor)

PP2 (Major)

PP1.1 (Minor) 1M

PP2.1 (Minor)

* protocols~ 10
» updates and fixes

* Bug fixes
» small updates

» Protocols~10
» updates and fixes

* Bug fixes
* small updates

- Standard Protocol Pack
Includes only subset of protocols
No Support for Traffic categorization and Attributes
Available (as Default Protocol pack) in IP Base image
No periodic releases and SLA

- Advanced Protocol Pack
Includes all supported Protocols / Applications
Support Traffic categorization and Attributes

Available (as Default protocol pack) in DATA image
Periodic releases and Offers SLA

Protocol Pack

Protocol1
Protocol2
Protocoln




‘Standard’ vs ‘Advanced’ Protocol Pack

- NBAR2 Protocol Pack FAQ
http://www.cisco.com/en/US/prod/collateral/iosswrel/ps6537/ps6558/ps6616/ga C67-723689.htm

Prgttj‘g‘(ﬂaggck Advanced Protocol Pack

* Include only subset of applications  Full applications (1000+)
(89) « Full access to NBAR2 attributes
* No NBAR2 attributes - Protocol Pack update every month

* No periodic Protocol Pack update

IPbase License Datak9 License

FPI Feature License AVC Feature License

B D AN I




NBARZ2 Protocol Pack

Download Software 1% Download Cart (O ftems) 1] Feedback Help

Downloads Home > Products > Routers > WAN Aggregation and Internet Edge Routers > Cisco ASR 1000 Series Aggregation Services Routers >
Cisco ASR 1004 Router > NBAR2 Protocol Packs-4.0.0

Cisco ASR 1004 Router
Release 4.0.0 Release Notes for 4.0.0 =N
Expand All | Collapse All
File Information Release Date Size
v Latest Releases
m NBAR2 Advanced Protocol Pack 4.0.0 for I0S-XE 3.7.0S Version 15.2(4)S 30-JAN-2013 0.22 MB
31.0 pp-adv-asr1k-152-4.S-13-4.0.0.pack
200
v All Releases
»4.0 NBAR2 Advanced Protocol Pack 4.0.0 for I0S-XE 3.8.0S Version 15.3(1)S 30-JAN-2013 0.22 MB
» 3.1 pp-adv-asr1k-153-1.S-14-4.0.0.pack
o
» 3.
+2.0

- Add new applications recognized by NBAR2 without I0S upgrade or router reload
- New protocol pack is published every two months on CCO
- Single IOS CLI to enable the protocol pack



Introduction of Metadata

Overview

Metadata DB

Metadata producer NBAR?Z2 : Metadata producer

1st:WebEXx client
(
Q1 CY12)

Router (config-cmap)# match
application webex-meeting version X

Metadata DB
Metadata DB

Metadata announcement J

Metadata protocol: announces flow parameters and attributes to network nodes along a path
Metadata flow DB: maintains flow attribute information, and coordinates metadata producers/consumers.
Producer: creates metadata information

Consumer: utilizes metadata information

- QoS can match metadata attributes

Nodes that do not support metadata will pass it silently



List of Metadata Capable Endpoints

End point/application Release/Timeframe Status

Cisco WebEx Meeting Applications WebEXx Business Suite - WBS28 or Higher Shipped

Cisco Telepresence EX series TE 6.0 Shipped
Cisco Jabber for Windows UC 9.0(1) or Higher Shipped
Cisco Telepresence TX 9000 series TX6.0 Shipped

Cisco Telepresence TX 1300 series TX6.0 Shipped
Cisco Telepresence Profile series TC6.0 Shipped

Cisco Telepresence MX series TC 6.0 Shipped
Cisco Telepresence SX series TC 6.0 Shipped
Cisco Telepresence Integrator C series [QIOXX¢. Shipped

Cisco VXC client 1H CY 2013 Planned - 1H CY 2013
— __



Performance Collection
Stats, URL, ART, Media Monitorinc

.
N




Performance Collection & Exporting — What is it?

- Integrated performance monitoring available for different type of applications and use

cases
Performance Voice and Video Performance Critical Applications Performance
Collection (Media Monitoring) ' (Application Response Time) |
: 30% of traffic is i : 40% of traffic is i
: voice and video | | critical applications !
Application What applications, how much bandwidth, flow direction?
Statistics (Flexible Netflow and NBAR2)
CITRIX' |
ORACLE ™, tal k? Y McAfee
W Mysal
. m E3i‘.'°ﬁgol'\f7|eeetmg P Rhapsody

]

Windows Server ‘ mang Co
MREAISS oo % gr'ﬁ'_;;m V(' Tube
° Exchange




Flexible NetFlow (FNF)

Concept

Set of fields which identify unique entry to track
Define which information to collect
Keyed Fields Non-Keyed Fields
- i
- 1»)
w

~ 1111 2.2.2.2 0x10 2000 Fa0/0
L 1.1.1.1 3.3.3.3 0x10 9 10000 Fa0/0
- 2222 1.1.1.1 0x10 15 15000 Fa0/1
3.3.3.3 4.4.4.4 0x11 20 2000 Fa0/1

1.1.1.1 2.2.2.2 0x20 10 500 Fa0/0




Tracking Traffic Flow with FNF

- If packet key fields are unique,
new entry in flow record is

|a

created
SOVIGIBIeS RACHE T First packet of a flow will create the Key Fields
Source IP 1.1.1.1 Flow entry using the Key Fields” Source IP 3.3.33
Destination IP 2.2.2.2 Remaining packets of this flow will onIy Destination IP 4444
[Sowcepot |28 | update statistics (bytes, counters, Source port 80

Destination port 22078 timestamps) Destination port 22079

- Otherwise, update the non-key La(el & Finiieen] [
IS 0 fields, i.e. packet count oS Byt ’

Non-key Fields Packet 1

Length 1250

Netflow Cache After Packet 2

Netflow Cache After Packet 1 Source IP Dest. IP Dest. I/F Protocol TOS Pkts
Source IP Dest. IP Dest. I/F Protocol TOS Pkts 3.3.3.3 4444 E1 6 0 50
1.1.1.1 2222 E1 6 0 11000 1111 229292 E1 6 0 11000




Flexible NetFlow
Multiple Monitors with Unique Key Fields

=
| EEEE S
Flow Flow

Security Analysis Cache

Source Dest.
IP IP

Traffic Analysis Cache

3383 2222 23 22078 6

Input I/F

1100 SISKINS 2222 GioN

0 EO

Packets

Source IP 3.3.3.3 . Source IP 3.3.3.3
Bytes .

Destination IP 2222 . Destination IP 2222
Timestamps . .

Source Port 23 . Input Interface Gi0/1

o Next Hop Address .

Destination Port 22078 SYN Flag 0

Layer 3 Protocol TCP-6

TOS Byte 0

Input Interface Ethernet 0

© 2013 Cisco and/or its affiliates. All rights reserved

Flag

0

Non-Key Fields
Packets

Timestamps

Pkts

11000

Cisco Public 41



What do we want to monitor?

Traffic Statistics URL Visibility Reﬁg‘(’)’;\%aet?ﬂn .
» Application » Most visited web- » Per-application
Usage per client site end-to-end
IP/subnet/site e Per-URL latency
» Top clients per application » Application
application response time response time &
transaction time
» Application

processing time

« Top conversation
per application

Media

Performance

* Per-stream jitter
and packet loss

« RTP
conversations



We need more Metrics with Flexible NetFlow

Flexible
NetFlow

Flexible
Application ID (L3 to L7) NetFlow +
NBAR2

Network Metrics
(e.g. QoS)

Bytes, Packets, Routing Info (L3 to L4)

Performance Metrics
(e.g. MMON, ART)

Derived Metrics
(e.g. URL Hit count)

Network latency

Response Time

Unified
Monitoring

Jitter QoS policy/class-map

Retransmission



Unified Monitoring Policy Define Flow Moritors

Example

flow monitor type performance-monitor rtp-mon

Policy-driven monitoring — what to monitor, fi- -) ot . .
What to CO”eCt |n smgle poI|Cy Ow monitor ype perrormance-monitor app-mon

Define Flow Records

flow record type performance-monitor rtp-record
match ipv4 source address

Filter what traffic to monitor

—_~
]
.

N

match ipv4 destination address
match application name

collect transport rtp-jitter policy-map type performance-monitor avc
(«.) class rtp-traffic
flow record type performance-monitor art-record flow monitor rtp-mon

match ipv4 source address class tcp-app

match ipv4 destination address flow monitor app-mon

match application name (..)

collect art all !

(-.) interface Gi0/0/1

service-policy type performance-monitor input avc

service-policy type performance-monitor output avc
Flow byte-count, interface.

Voice/video RTP metrics, jitter.
App. Response Time, etc.



£ fone ook T Doy +_ oo 7Bt v wmnsn * it

Monitor Configuration Configuration Groups Shared Policy Objects

Templates v Validation Criteria . .
E,; e lEve £ *Device Type | Routers Q| @ 0S Version Enable AVC W|th JUSt

v [ Features and Techrologies 1 ON/OFF button

v Template Detail
v [ Application Visibility

: *Apply to Interface Role | LAN-DATA (@] @
AV Configuration
» [ Controller Traffic Statistics (2
» £ Interfaces (on]off] IPs, Subnets | Any IPv4 -] Applications ANY
» [ Network Analysis Module » Advanced Options
» O Security
> @ WAN Optimization HTTP URL Visibility (2
> [ ClTempiates [on]or] IPs, Subnets | Any 1Pv4 V) Applications | Flash Yahoo (V]
» [] Composite Templates 2:;|Wdeo
> MW Flash Myspace
» [ MyTemplates RealMedia Traffic
» Advanced Options
Application Response Time (2
[on]of] IPs, Subnets | Any IPv4 V) Applications [ Any TCP (V)
» Advanced Options
Voice/Video Metrics (2
[on]ofr] IPs, Subnets | Any 1Pv4 © (2 Applications [ Real-time Transport P... | @

Telepresence Media




Then deploy on all
platforms

Template Deployment- Prepare and schedule : AVC-DATA
v Device Selection
Show All Devices @

Devices Selected 0 | Total Top Level Rows 4 6 |3 & 53+

S r— b

Name Description IP Address/DNS Vendor
> ALL All Members
w Device Type Device Type

» Wireless Controller
» Routers

» Switches and Hubs
» Unified AP

Wireless Controller

Routers

Switches and Hubs

Unified AP

» Site Groups Site Groups
User Defined User Defined Device Groups

(m]
O
(m]
O
O
(|
(]
M

v Value Assignment

Devices =T cupreview

me
br2-rl.cinat.info
br4-r2.cinat.info Traffic Statistics (2
bri-rl.cinat.info |:@;\ 1Ps, Subnets Any IPv4

br2-r2.cinat.info .
Cem e v ovws ) » Advanced Ontinne

|

*Apply to Interface Role LAN-DATA (2

Applications ANY




System-Defined

3 Delete J EditSchedule (S)Run @ Cancel @)Abort | PauseSeries | Resume Series

(] Neme ' Job Type Status Last Run Status Last Start Time - Duration (Hrs : Min : Sec)
AVC-DATA_1 Config Deploy - Deploy View In-Progress Running 2013-03-14 15:41 00:00:00
(0 Job_Config-Archive_3_03_29_374_PM_3_14_2013 Configuration Archive Completed Partial_success 2013-03-14 15:03 00:03:31
(0 Job_Config-Archive_2_44_43_112_PM_3_14_2013 Configuration Archive Completed Partial_success 2013-03-14 14:45 00:18:00
(0 Job_Config-Archive_Daily_12_03_2013 Configuration Archive Scheduled Partial_success 2013-03-13 20:29 00:19:50
O Job_Config-Archive_3_39_08_713_PM_3_13_2013 Configuration Archive Completed Partial_success 2013-03-13 15:39 00:20:21
(0 wvlan_creation_2 Config Deploy - Deploy View Completed Failure 2013-03-12 16:27 00:00:10
(O vian_creation_1 Config Deploy - Deploy View Completed Failure 2013-03-12 16:15 00:00:41
(O Domain Name_4 Config Deploy - Deploy View Completed Failure 2013-03-12 15:49 00:00:10
(0 Job_Discovery_15_40_0_0_12_3_2013 Discovery Completed Success 2013-03-12 15:40 00:03:20
[0 syslog Server_1 Config Deploy - Deploy View Completed Partial_success 2013-03-12 15:38 00:00:10
(0 Domain Name_3 Config Deploy - Deploy View Completed Partial_success 2013-03-12 15:09 00:00:10
(0 WAN_ACL_outside_3 Config Deploy - Deploy View Completed Success 2013-03-12 15:07 00:00:10
BEEE e
Run ID v | Status | Elapsed Time (Hrs : Min : Sec) Completion Time Start Time

4995895 Running

00:00:00

2013-03-14 15:41

© 2013 Cisco and/or its affiliates. All rights reserved.

Cisco Public
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1. Traffic Statistics
Application Usage

Key Features

» Feature to collect and export network information §
and statistics §

= Flexibility in defining fields and flow record format Reporting

= Standard FNFv9 or IPFIX export

Benefits
= Visibility into application usage
» Monitors data in Layers 2 thru 7
= Capacity Planning

= Top-N applications
= Top-N clients and servers




NetFlow and NBARZ2 Integration

Link Layer
Header {- SRR NetFlow
ToS S

v Monitors data in Layers 2 thru 4

Protocol v Determines applications by combination of
IP Header < Source Port or Port/IP Addressed
EQ:::::;? IP v Flow information who,
\ Address what, when, where
Source NBAR
TCP/UDP 4 Port

Header Destination v' Examines data from
Port Layers 3 thru 7

v" Utilizes Layers 3 and 4
plus packet inspection for classification

v' Stateful inspection of
D Packet
Data Packet < (Peaeyﬁoazl‘): c dynamic-port traffic

Inspection v" Packet and byte counts
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Flexible NetFlow — NBAR2 Integration
a4 Googl
_I | | e Lt

T ) wam

Key Fields Packet #1 £low recc?rd app_record Key Fields Packet #2
match ipv4 source address

Source IP 10.1.11 match ipv4 destination address Source IP 10.1.1.1

Destination IP 173.194.34.134 match ... , Destination IP 72.163.4.161
match application name

Source Port 20457 Source Port 30307

Destination Port 23 -— Destination Port 80

Layer 3 protocol 6 Layer 3 protocol 6

TOS byte 0 TOS byte 0

Ingres Interface Ethernet 0 Ingres Interface Ethernet 0

9 NetFlow cache

N

Src. IP Dest. IP Src. Port Dest. Port Layer 3 Prot. TOS Byte Ingress Intf. App Name Limesta Byttes Packets

First packet of a flow will create the Flow entry using the Key Fields”
Remaining packets of this flow will only update statistics (bytes,
counters, timestamps)




What is Really in Your Network?

Port. Monitoring Application Monitoring

bittorrent

unknown Netflix
http share-point

s gtalk-voip

_ google-docs

ica rtp

sip cirix

dns Ssl

sip

skype
webex-meeting
https

ldap flash-video
msnp dns
sap facebook

cifs

Applications
Applications

hsrp

icmp

Cisco AVC with NBAR2 Provides Deep Packet Inspection at the Application Level

Cisco Public




Overview Incidents Performance Detail Dashboards

Site Device Interface Application Voice/Video End User Experience WAN Optimization Demo Stats Demo Perf
Top N Applications (with AVC) & a3 @ Top Application Traffic Over Time (with AVC) i a3 @
Rate | Volume
Applications | Application Categories
bittorrent
Rate | Volume
google-docs
webex-meeting Megabits/sec
share-point
20 —
netflix
citrix
gtalk-voip
g
E hulu
o
< skype
flash-video
unknown
. 17:28 . 17:45 . 18:01
facebook 17:20 17:36 17:53
Time
icmp
snmp
ospf
I | 17:20 17:36 17:53
Q A O share-point [0 gtalk-voip » netflix ¢ citrix skype + webex-meeting A google-docs @ bittorrent 4 Other W hulu
Megabits/sec |g| |§|
.T"afﬁc [ Wireless .Wi"ed @ 2013 April 02, 18:10:04 CEST
=z =

2N12 Anril N2 1R:NQ:E2 CFQT
© 2013 Cisco and/or its affiliates. All rights reserved.
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2. URL Collection

Top Domain, hit counts

Key Features You ()

Www.cnn.com www.youtune.com  www.facebook.com

= Provide web browsing activity report
= Utilize IPFIX Format which is extensible
» Standard IPFIX export 4

http://www.youtube.com/ciscolivelondon
http://www.youtube.com/olympic

Benefits http://www.cnn.com/US
http://www.cnn.com/US

= Visibility into top domains http://www.cnn.com/WORLD
= Monitors data in Layers 2 thru 7

= Most visited web site

= Most visited URL per site

= How many hits for a particular domain — extracted
from HTTP request message




URL Monitoring
Top Domain and URL Hit Count Report

Trafic par hostname (2]

1-60n116ﬁ2 3.4 5 610 20 V(i1 Tube facebook

WWW.CNnn.com 546.46 Ko 109.23 Ko @ g @
15 ads.cnn.com 54 87 Ko 78.97 Ko g g 8

12 i.cdn.turner.com 251.56 Ko 23.64 Ko )
12 mi.adinterax.com 608 Octets 1.92 Ko http://www.youtube.com/ciscolivelondon
12 cdn.ndtv.com _ 480 Octets http://www.youtube.com/olympic
1 d3.zedo.com 176.28 Ko 37.94 Ko
_ © Trafic entrant par hostname B http://www.cnn.com/US
10M http://www.cnn.com/US

http://www.cnn.com/WORLD

E 5M ‘
ﬁz L “

oM

16:00 16:10
Ko
ets @@ cnn-f.akamaihd.net [ 10.104.200.32 @ js.adsonar.com
Ko @@ tools.cisco.com I www.cisco.com @ i2.cdn.turner.com
B www.cnn.com [ i.cdn.turner.com d3.zedo.com

@8 12.yimg.com




3. Application Response Time

Measurement

Key Features
= 27 Application Response Time (ART) Metrics
» Interact with NBAR2 for Application ID
= Standard NFv9 and IPFIX export

Benefits
= Visibility into application usage and performance
»= Quantify user experience
= Troubleshoot application performance
» Track service levels for application delivery

Datacenter Delay
>

Network Delay
> €

> €

Branch Delay

How do |
ensure

my SLA
is met

*

Reporting
Tool

(IPVPN, DMVP

My
email is
slow!

is taking
long time!




Application Response Time
Network Path Segments

Request Client 10S PA Server Application Servers

a Nivork - Njivzork
3!% R R =~ R =

-_ymyr - e

-~

Response Client Network Server Network Delay Application
Delay (CND) (SND) Delay (AD)
<€ ><€ > <€ >
Network Delay (ND
< w y (ND) S
Total Delay
<€ >

-« Application response time provides insight into application behavior (network vs server bottleneck) to
accelerate problem isolation

- Separate application delivery path into multiple segments
- Server Network Delay (SND) approximates WAN Delay
- Latency per application



Application Response Time

Measurement

User Experience - Per application

salesforce -
youtube J&
S4p -
gmail -

W ms [ 2-5ms
5-10 ms 10-50 ms

50-100ms B 100-500 ms
W 500-1000 ms [0 =1000 ms

Ia| Application gmail

Client experience by place 2]

D

B <2ms M 2-5ms
5-10 ms 10-50 ms
50-100 ms B 100-500 ms

8 500-1000 ms @ >1000 ms

© 2013 Cisco and/or its affiliates. All rights reserved

Client experience o
100 - :

50

19. Dec. 02:00 04:00 06:00 08:00

Baoms IW2sms & 5-10 ms & 10-50 ms ™ 50-100 ms & W 100-500 ms &
M 500-1000 ms & @@ >1000ms &

Response time distribution o
1,000

500

19. Dec. 02:00 04:00 06:00 08:00

B8 App delay ™ BB Lan delay & B wan delay o
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EE" ﬂ f?'l a https://10.9.2.1/webacs/IogInActIon.do?actlon=Iogin&ﬂashVersion=9.0.124.0&hasCorrectFIashVersion=true&product=wcs#paﬁ‘ v O ' Google

] A ] CEC

Overview Incidents Performance Detail Dashboards

Ste  Device Interface Voice/Video  End User Experience  WAN Optimization ~ AVCStats ~ AVCPef  AVCURLs  test

Filters T *Application | exchange < | (® *Time Frame| Past 6 Hours S| & Network Aware ©  dliste Al Q| G |
TopNClients & d Ta ® / 7 ¢ [E _ X  Application Traffic Analysis & dii T @

Client | User Rate | Volume

Rate | Volume Megabits/sec

s0:00:76 —( £ 10.100.1.76 - 879.392 Kiobtsec |

€

2:06 2:40 3:13 3:46 4:20 4:53 5:26 6:00 6:33
Time
] 1 1 I T I 1 .l. a Ll 1 I ] 1 1 T l J
10.3.10.22 —I st o
& exchange
v =
! I ! I ' | . | ! I ! | ' I ’ [ ! 1 2013 March 19, 14:00:26 UTC
Kilobits/sec Application Server Performance & dlii Ta ®
Avg.
[ affic [ wireiess [ljwires (2) ni Site Application Server Response ?:('vanmq Analysis
v = Time (ms) Time (ms)
= 10.9.2.9 Datacenter exchange 59 168 l~

2013 March 19, 14:00:23 UTC




R~ Google

Overview Incidents Performance Detail Dashboards

Fitters T4 *Application | youtube | @® =Time Frame| Past 6 Hours & | & Network Aware ©  dii site Al Qi Go !
TopNClients & d Ta ® /7 ? C _ X Application Traffic Analysis & dli Ta @

Client | User Rate | Volume

Rate | Volume Megabits/sec

6
5 —f
4 —

o l
oasese T 10310.42- 688742 obissec |
—

Nl

Neaba | Valiman

§ 0 T T T T T T T I
© 2:06 2:40 3:13 3:46 4:20 4:53 5:26 6:00 6:33
Time
I 1 1 1 1 I I 1 1 1 1 I T I ] 1 I 1 J
3:46 6:33
& youtube
v =
T T T T T T T T T T T T T ] 2013 March 19, 14:03:08 UTC
Q A\ 9 AN
o T e P P e e B P o
Kilobits/sec Application Server Performance & d Ts @
Avg. Max.
[ Traffic Il wireiess [l wirea (2 Application Site Application S:rgvukeponse ’wnmqmm‘
W = Server Time (ms) Time (ms) -
= 74.125.224.39 Unassigned youtube 67 109 %
2013 March 19, 14:03:06 UTC 74.125.170.147 Unassigned youtube 45 85 l~
74.125.224.37 Unassigned youtube 35 84 o
Top N Servers & dii T @ 74.125.170.110 Unassigned youtube 74 74 lv

»




i g

v  Operate ¥ Report ¥  Administration ¥ |

Overview Incidents Performance Detail Dashboards

Site Device Interface Application Voice/Video End User Experience WAN Optimization AVC Stats AVC Perf AVC URLs test
Filters Application Site ) )
T8 Avp [ http © | diSite Branch3 Ol %] Time: 09:25:00 3/19/2013 (PDT)
Application ART Analysis & ® O Edited| /7 ?C | Value(s) are ms [Edited|
ms Client Network Time:. 24
Server Response Time: 132 tion | Maximum Transacti... = Average Transactio... = Art Analysis
Server Network Time: 172 176 176 Show Analysis
] i : 166.22
200 Traggactiqn Time 193 146 Show Analysis
Data Time: 0
\ 914 fal . 258 46 Show Analysis
10.3.10.15 a http 184 15 Show Analysis
100 — 10.3.10.17 http 0 0 Show Analysis
o pa—
8:30
Time
] 2013 March 19, 16:29:27 UTC
e —————
"——% — j <
e . .
I I I I_ I I I I I I | I I I I F. .I I | | I I I I I I | I I | I I U WorSt N SItes by ART Meu’lcs !E @
8:30 Boae s . Se!ected Metric : Transaction Time - e e
+ Client Network Time -4~ Server Response Time - Server Network Time Site I Application Transaction Time (ms) Transaction Time (ms)
4 Transaction Time & Data Time Datacenter http 55705 22479
v = Unassigned http 55705 6344
2013 March 19, 16:29:27 UTC Branchl http 9202 1957
Branch4 http 5572 1532
Branch5 http 6938 585

—————————————————————————————————————————————————————————————————————— WorkflowStatus B 0 ¥ 0 & 0 | &% SupportCases | AlarmBrowser | AlarmSummary @ 20 ¥ 1 & 125
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QoS Visibility
Overview

- Accurately report application class of service
Which QoS class my WebEx application falls into

- Correlate application performance problem with network
congestion

How many queue drops do | have for my SAP application

RT P —7F— |

Policy-map QoS Policy
class REALTIME

w CONTROL priority percent 33
class CONTROL

CITRIX bandwidfh percent
»class CRITICAL-DATA
&Qg&_ ””’///////, bandwidth percent 35
SharePoint CLASS-DEFAULT

I\I/IE




4. Media Monitoring

Monitor Voice and Video Performance

Key Features

= Monitor media performance metrics, i.e. jitter, loss Network nodes are able §

» [ntegrate with NBAR2 to identify applications to discover & validate s rt'
eportin

= Setting threshold and generating alert/alarm RTP, TCP and IP-CBR $00| 0

traffic on hop by hop

» Standard FNFv9 or IPFIX export basis

Benefits

» Real-time monitoring of voice and video
performance across network

= Accelerate troubleshooting — identify what, where,
when is the problem

» Proactive troubleshooting
= Validate SLA




Performance Monitor
Position vs FNF and IP SLA

Active Monitoring

Router 1 Router 2
, Active Probing @

IPSLA Sender ~_ 4 IPSLA Responder

Passive Monitoring

Flexible 5

Netflow

Flow Record

Enhanced RTP and TCP metrics reporting
Filtering and classification (based on existing C3PL model)

Flow Record



Control
Hierarchical QoS and PfR




Maximize Application Performance
Controls application bandwidth usage and selects optimal path

Stop bittorrent and netflix.
Prioritize salesforce, oracle

Application-aware QoS Intelligent Path Selection

|dentify 1000+ applications using Deliver critical applications over the
NBAR2 and control bandwidth with path which can meet application
Cisco industry leading QoS performance requirement using PR
Limit unwanted traffic and prioritize Automatic load share to maximize
critical applications bandwidth use on available links



Modular QoS Traffic Classification |

NBAR2 Integration — IPv4 and IPv6

- Statefull classification for creating policies irrespective of
v4/v6 traffic, simplifying policy management

- Discover applications using NBAR2
-« Supports both input and output traffic

class-map match-any peer2peer
. match protocol kazaa2
What Traffic? match protocol gnutella

match protocol fastrack

WAN1
(IP-VPN)

WAN2
(IPVPN, DMVP

HOW to treat | Pelicy-map limit-p2p
class peer2peer

ic?
the traffic* bandwidth percent 10
Where to
apply? interface Seriall

service-policy input limit-p2p




Modular QoS Traffic Classification |

Simplified Policies using NBAR2 Attributes

« Discover applications using NBAR2

- Category, sub-category, device-type ...

What Traffic? | class-map my-class
match protocol attribute category filesharing

WAN2
(IPVPN, DMVP

HOW to treat | Pelicy-map limit-p2p
class peer2peer

ic?
the traffic* bandwidth percent 10
Where to
apply? interface Seriall

service-policy input limit-p2p




Example: Stop P2P Applications with AVC

Top Application Traffic —
Display Other

After apply control policy Magabits/sac

19:53 19:54 19:55 19:56 19:57 19:58 19:59 20:00 20:01

Time

W citrix | rtp B unclassified B bittorrent gtalk-voip =] rmpe ] http B other

class-map match-all p2p-app

match protocol attribute p2p-technology p2p-tech-yes
policy-map control-policy

class p2p-app

police 8000 conform-action transmit exceed-action drop




Cisco Prime Infrastructure
Monitor QoS Performance

Top Application
over Time

QoS Class Map
Statistics, Queue
Drops, Pre/Post
Traffic Rate, from
CBWFQ MIBS

Design ¥

Deploy ¥

Operate v

Adrministration ¥

Detail Dashboards
Site Device Application

Overview Incidents Performance

VoicefVideo

End User Experience

Filters [ *Interface Gigabitethemeto, € @ *Time Frame [ Past 24 Hours < | | GO |

Class Map Statistics " ®

L4-7-AVC-Demo

Class Name ’ Direction Pre Policy Rate{Mbps)
‘S"t'fga'fn?;;m“'timec“a' Output 53857589.15
wan-lg:bulk-data Output 60923036.8
wan-lg:branch-892a Qutput 193036939.15
wan-gos:class-default Qutput 96548500.1
wan-lg:class-default Qutput 0
main-shaper:sighaling Qutput 0
rnain-shaper:scavenger Output 0

wan-gos: transactional-data Qutput 7979533.25
main-shaper:voip-telephony Qutput 1698422.35
wan-lg:network-control Qutput 0

‘ Post Policy Rate(Mbps)

45082897.7

52054758.85
174694709.05

87376785.4
0

0

0
8328967.1
2047994.65
0

‘ Drops
1

15%

9%
9%

6%

0%

0%

0%

0%

0%

0%

W 0%-50% [ 51%-70% M 71%-90% M 91%-100%

2012 May 25, 11:22:51 PDT

Interface Details (]

Property Walue
MNarne GigabitEthernetDf0/3
Description

Top Application Traffic Over Time " ®

bytes
12000000000
2000000000
4000000000
——
12:00 14:0C 16:0C 18:0C 20:DC 22:01
12000000000

U—l_

1z:00 10:00 15:00 12:00 20:00 2200

] exchange 0 ssl H rnetshow =) ftp

B other ] smtp

2012 May 25, 11:22:54 PDT

Interface Tx and Rx Utlization m ®

Percent

-
20 j =
16
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Introducing Performance Routing (PfR)

Application aware adaptive routing

- Full utilization of expensive WAN bandwidth
v" Efficient distribution of traffic based upon load, circuit cost and path preference

- Improved Application Performance
v" Per application best path based on delay, loss, jitter measurements

- Increased Application Availability

v Protection from carrier black holes and brownouts

- Email Path
PfR MCs — —— Video Path
=N nierne
WAE  (ale2S DMVPN Branch
Cluster \ ISRG2
S\ N

— o o

T~

T :asﬁ ‘ 3

(" SPA_
=7 .

= (f SPB
¢ MPLS
€ GETVPN

Headquarter

Master Controller (MC)
Border Router (BR)




Performance Routing Topologies

Reachability, Loss,
Delay, Jitter, MOS,

Internet Edge - Throughput, Load, and/or $Cost
Enterprise WAN (_m_!%
-

i

WAN1
(IP-VPN)

=

(IPVPN, DMVP




Performance Routing — Components

- The Decision Maker: Master Controller (MC)
Apply policy, verification, reporting

No packet forwarding/ inspection required

- The Forwarding Path: Border Router (BR)

Gain network visibility in forwarding path (Learn, measure) — —
Enforce MC’s decision (path enforcement) BR

« Optimize by:
Reachability, Delay, Loss, Jitter, MOS, WAN1 WAN2
Throughput, Load, and/or $Cost




Step #1

Learning Traffic Classes

Traffic =
Classes %

Learning

= Prefixes

= Applications

@D Learning

Monitoring (Passive — Active)

Choosing Your Policies

Enforcing the Path




Learning K_M

PfR Operates on Traffic Classes

- PfR determines the traffic classes from the traffic CTIraf“C \é;
flowing through the border routers using NetFlow aeses
- Subsets of the total traffic must be identified, and these \

traffic subsets are named traffic classes
The Rest of the

Traffic

Voice, Video
Critical

Dest. IP DSCP Delay Loss Jitter BW
Prefixes - 10.2.2.0/24 - 0
or - :

Dest. IP DSCP AppID Delay Loss Jitter BW

10.2.2.0/24 EF 0

Applications_.

Dest. IP DSCP ApplD Delay Loss Jitter BW

10.2.2.0/24 AF31 0

10.1.1.0/24 10.2.1.0/24
I I e e 88892929 101.20/24 [ . [

10.2.9.0/24



Learning Traffic Classes
Service Class — Group of Applications

Voice - Video

5

Learn = Critical Application Voice, Video, /

The Rest of the
Critical \

Traffic

Rest of the Traffic

—

- Define Application Groups
- Aka Similar to the class-map concept in QoS

Allows to define:

specific policies per group

Specific thresholds per group

Specific monitoring mode per group




Step #2 — Measurement
Passive and/or Active Monitoring

Passive

Egress BW Ingress BW

= PfR Netflow Monitoring
» Flows Need not be symmetrical

Reachabiliy

= PfR enables IP SLA feature
= Probes sourced from BR
= |CMP probes learned or configured

= TCP, UDP, JITTER need ip sla
responder

)
D

Traffic
Classes :=;
Passive “
Performance <7
Metrics
NetFlow
Cache




Step #3 — Policy Definitions

Choosing Your Policies

Traffic &

Classes ——
Link Application Performance
= | oad balancing = Reachability

= Max utilization = Delay VOI?)?i,ti\c/: :190/ The ?reai;igf the
= Link grouping = Loss
= $Cost = MOS

= Jitter

Learning

Monitoring (Passive — Active)

@ Choosing Your Policies
Enforcing the Path




Step #3 — Enforcing the Path

Enforcing the Path

Destination Prefix Application

= BGP = Dynamic PBR I~

- Egress: route injection or = NBAR/CCE
Modifying the BGP Local i ;
Preference attribute VOIC(:Zeri’ti\(/:gjleOJ The Rest of the

- Ingress: BGP AS-PATH Prepend
or AS Community

= EIGRP Route Control
= Static Route Injection
= PIRO

Learning

Monitoring (Passive — Active)

Choosing Your Policies

@ Enforcing the Path




Use Case #1 — Internet Edge

Overview

Internet Edge

WAN1
(IP-VPN)

WAN2
—_ (IPVPN, DMVP




Use Case #1 — Internet Edge

Policies

Learning Dest Prefixes (NetFlow)

Passive — Global

Monitoring

Egress BW

Ingress BW

Policies Load-Balancing (range)

o
U

Path Enforcement G

Inject BGP Route
BGP Local Pref
AS-PATH Prepend

Community




Use Case #2 — Enterprise WAN

Overview

N -
/ BR

==

Critical Application

Rest of the Traffic



2. Enterprise WAN

Policies
Traffic ==
Classes i
Learning Applications (NetFlow)
Voice/Video
Critical Apps
=] = . . \
Voice, Video, The Rest of the

Traffic

Monitoring Active — Voice/Video

Active — Critical Apps

Passive — Global

Policies Voice/Video — Jitter/Delay/Loss

Critical — Delay/Loss

Global — Load-balancing

PBR

Path Enforcement

10.10.1.0/24 10.20.1.0/24
I B e B O r10.10.2.0/24 |
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PfR Multisite System Evolution

Peering & Discovery

- Multisite MC Peering Framework

- MC to MC Peering Framework can be used to
exchange policies, services and feedback

- Remote Site Discovery
Simplifies Configuration — prefix and target discovery

Probing Efficiency — sharing of probe data across policies




Export
NetFlow version 9 and IPFI>




NetFlow Overall Solutions

~

Metering Process

Export Process

IETF Scope
AN
~
NetFlow v5, NetFlow v8,
NetFlow v9,
IPFIX

Capacity Planning
Security

Performance Analysis
Visibility

o

J




Flexible & Extensible Flow Export Format with NetFlow v9
and IPFIX

i )
5 S o 2
g g ] R— o B ;
o k) o @
o ecoo S L : <
8 .~ 8
---------
-------
+ Fixed number of fields (18 fields) « Users define flow record format

e.g. source/destination IP & port, input/output

interfaces, packet/byte count, ToS - Flow format is communicated to collector



Leverage NetFlow Partners Eco-system

oPNET Neewss [
Sconco
@ ro | Cal. /@_InfDtha e

% == /---§ <
wnetusage ... .. i Sevlne &S wiredcity. i

net ‘@ monitor PAESSILER pl!nérmenol:al e S -aligare
ARBOR 2 OO “§..NetFlowAuditor

NYE.- T W O R K 'S -
Work. Online

Lancope® =gy |BVIDENT"

N AR U S® NN st

ARBOR Net®3S.

NTE-T W O RK S

More info: http://www.cisco.com/warp/public/732/Tech/nmp/netflow/partners/commercial/




AVC Management Tool Integration

Company Product Use Cases
st Cisco Prime Network and App Monitoring.
CISCO Infrastructure
wuware@ Gomez & APM combined with App-aware
DynaTrace Network Monitoring
/@J‘ﬂf o\ista SView App-aware Network Monitoring

= ActionPacked!” LiveAction Control (QOS) G_UI, App-aware
B Network Power Unleashed Network Monltorlng
N Scrutinizer App-aware Network Monitoring
pl Ilnéneatl!;al
] LivingObjects App-Aware Network Monitoring,
LIVINGOBJECTS URL Collection and hit counts

NETWORK PERFORMANGE MANAGEMENT

W PI’OXY Proxy Reporter | App-aware Network Monitoring
T m=eeHEEEEEEE




Conclusion




Key Takeaway

What can AVC do for me? How?

|ldentify various applications in NBARZ2 uses DPI to identify
my network 1000+ applications

Provide data for proactive Both Cisco Prime Infrastructure
monitoring and troubleshooting and 3" party are supported

: Application-aware QoS
Tuar:e ?Céﬂgﬁ,woéffé?rggﬁézve leveraging NBAR? to identify
PP P applications — PfR Path Control




\What makes the ISR-AX different?

Introducing the ISR
Application Experience License

 ——
IP Base

AN
‘ Security )

Extends and replaces the Data license with
application router services. All previous Data license
features included.

All Application Visibility and Control (AVC) | App & Security included
features included. Enables powerful, comprehensive with the ISR-AX!
application monitoring and management.

Right-To-Use license for WAAS. License enables

WAAS Express, WAAS SRE, or WAAS on UCS-E
with no additional software cost. I



What is required to use AVC?
WAN Edge

Cisco Prime

Advanced IP license Infrastructure
800 : . _
(advipservices) Assurance License’
. 2 - |
1900 AX License - G :
2900 AX License =555 .
, 5 Or
3900 AX License

Any AVC supported
NetFlow collector

Advanced IP (AIP) or Advanced
ASR1k Enterprise (AES) +
FLASR1-AVC-RTU

1. See Cisco Prime Infrastructure ordering guide at hiip://www.cisco.com/go/primeinfrastructure
2. AXlicense (New) includes data license and WAAS right-to-use license




Technical References
- Application Visibility and Control

http://www.cisco.com/go/avc

http://www.cisco.com/qo/pfr

Docwiki.cisco.com
AVC: http://docwiki.cisco.com/wiki/AVC:Home
PfR: http://docwiki.cisco.com/wiki/PfR:Home

AVC Solution Guide for IOS-XE 3.8

http://www.cisco.com/en/US/docs/ios/solutions docs/avc/ios xe3 8/avc soln quide iosxe3 8.html

NBAR

http://www.cisco.com/en/US/partner/docs/ios/ios xe/qos/confiquration/quide/clsfy traffic nbar xe.html

AVC Cisco Developer Network (CDN)

http://developer.cisco.com/web/avc
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 Thank you!
* Please complete the post-event survey

« Join us May 15 for our next webinar:
L2VPN in the Data Center

Register: www.cisco.com/go/techadvantage

Follow us %" @GetYourBuildOn







