
UCS Director Multi -Node upgrade from 5.2.0.0 to 5.3.2.0 

 
The purpose of this document is to illustrate the steps to upgrade UCS Director 5.2.0.0 in a Multi-Node setup to 

5.3.2.0.  You cannot upgrade directly from 5.2.0.0 to 5.3.2.0, you must first upgrade to 5.3.1.2 then to 5.3.2.0.  

This document also covers a few Items that need to be reconfigured or changed after the upgrades. 

 

Useful Documents: 

 
Cisco UCS Director Installation and Upgrade on VMware vSphere, Release 5.3 

 

 

 

I. Download UCS Director 5.3.1.2 & 5.3.2.0 upgrade patch from Cisco.com 
 

Go to Cisco.com Downloads and navigate to UCS Director 5.3.  

 

 
 

Login using your CCO account. 

 
 

Accept the license agreement. 



 

 

  



II.  Upgrade from 5.2.0.0 to 5.3.1.2 
 

Shutdown all Nodes and Take a Snapshot or Clone them in vCenter 

 

Shutdown the Service Node.  SSH to the Service node using the shelladmin account and select 15 to shutdown 

appliance. 

 
 

Shutdown the Primary Node.  SSH to the Primary node using the shelladmin account and select 15 to shutdown 

appliance. 

 
 

  



Shutdown the Monitoring Database Node.  SSH to the Monitoring Database node using the shelladmin account 

and select 13 to shutdown appliance. 

 
 

Shutdown the Inventory Database Node.  SSH to the Inventory Database node using the shelladmin account and 

select 13 to shutdown appliance. 

 
 

 

  



For this example, I decided cloning all of the VMs instead of taking a Snapshot.  Later in this document, I will 

demonstrate the Snapshot option to upgrade from 5.3.1.2 to 5.3.2.0. 

 

 Clone the Service Node in vCenter.  Log into vCenter and right click on the Service Node and select Clone. 

 
 

Name the Service Node Clone and click Next. 

 
 

Select an ESXi host to deploy the clone on then click Next.  

 
 

  



Select the storage location where the VM will be installed and click Next. 

 
 

Leave Guest Customization settings default and click Next. 

 
 

Review the configuration and click Next. 

 
 

 

 



Clone the Primary Node in vCenter.  Log into vCenter and right click on the Primary Node and select Clone. 

 
 

Name the Primary Node Clone and click Next. 

 
 

Select an ESXi host to deploy the clone on then click Next.  

 
 

  



Select the storage location where the VM will be installed and click Next. 

 
 

Leave Guest Customization settings default and click Next. 

 
 

Review the configuration and click Next. 

 
 

 

 



Clone the Monitoring Database Node in vCenter.  Log into vCenter and right click on the Monitoring Database 

Node and select Clone. 

 
 

Name the Monitoring Database Node Clone and click Next. 

 
 

Select an ESXi host to deploy the clone on then click Next.  

 
 

  



Select the storage location where the VM will be installed and click Next. 

 
 

Leave Guest Customization settings default and click Next. 

 
 

Review the configuration and click Next. 

 
 

 

 



Clone the Inventory Database Node in vCenter.  Log into vCenter and right click on the Inventory Database Node 

and select Clone. 

 
 

Name the Inventory Database Node Clone and click Next. 

 
 

Select an ESXi host to deploy the clone on then click Next.  

 
 

  



Select the storage location where the VM will be installed and click Next. 

 
 

Leave Guest Customization settings default and click Next. 

 
 

Review the configuration and click Next. 

 
 

 

 



III.  Power ON all of the UCD Director Node 
 

In vCenter, right click on the newly Cloned Inventory Database Node and select Open Console.  From the 

console, click the green arrow to Power on the VM. 

 
 

Wait until the Inventory Database Node is completely up before moving onto the Monitoring Database Node.  

To determine it is completely up, you should see a similar screen as shown below. 

 
 

 

 

  


