
Cisco ACI & VMware vSphere

UCS Director:
Tenant Onboarding

Dec. 2016



The following presentation covers 
tenant onboarding in UCS Director with 
ACI and a VMware-based VMM 
Domain



Tenant Onboarding:
Quick Overview



A UCS Director Tenant is a correlation 
of resources across the managed 
infrastructure and the users that have 
access to consume those resources



Tenant: A Correlation of Resources



A UCS Director Tenant is not to be 
confused with an ACI Tenant. The two 
are not the same and not mutually 
exclusive

**An ACI Tenant is treated as a resource that can be mapped into a UCS Director Tenant



Tenant Onboarding is the act of 
creating a UCS Director tenant and 
allocating the required resources to the 
tenant for consumption



• UCS Director tenant must exist as a prerequisite for users to 
provision application containers with ACI

• System-admin assigns appropriate resources to tenant during tenant 
onboarding process

• Tenant users (end-users) can then consume those resources to 
provision application containers

• Element of “RBAC” in that the users in a tenant can only consume 
the specific resources which have been allocated to the tenant in 
which they belong

Why is Tenant Onboarding Necessary?



Tenant Onboarding:
“Day 0” Procedure



The following section details the steps 
that must be performed in UCS Director 
prior to onboarding your first tenant



• Add Virtual Account to UCS Director

• Add APIC Account to UCS Director

• Add Other Accounts to UCS Director (optional)

• Create Resource Group

• Create Service Offing

• Add Virtual Compute Service Class

• Add Virtual Network Service Class

• Add Virtual Storage Service Class

• Create Tenant Profile

• Create Tenant Onboarding Workflow

• Add “Create UCSD Tenant” Task

• Add “Add Group” Task

• Add “Tenant Resource Allocation” Task

• Add “Tenant Container Association” Task

Tenant Onboarding: “Day 0” Configuration 
Overview



• UCS Director tenant name and APIC tenant name must be the same

• Therefore if you are leveraging an existing APIC tenant, the name provided for 
the new UCS Director tenant must match the existing APIC tenant name

• UCS Director tenant name and User Group name mapped to the 
tenant must be the same

Important Notes!!!(as of UCSD 6.0)



• Add the VMware vCenter which is configured as a VMM Domain in the ACI fabric as a “Virtual 
Account” in UCS Director

• Location: Administration Virtual Accounts  Virtual Accounts tab

Add Virtual Account to UCS Director



• Add the APIC cluster as a “Multi-Domain Manager” account in UCS Director

• Location: Administration Physical Accounts  Multi-Domain Managers tab

Add APIC Account to UCS Director



• If any other accounts are to be managed by UCS Director, for example a storage account, it can be 
added as well

• Not mandatory, only hypervisor and ACI accounts are required for tenant onboarding

• Location: Administration Physical Accounts

Add Additional Accounts to UCS Director 
(optional)



• Create a Resource Group and assign the VMware vCenter and APIC accounts to the Resource 
Group

• Location: Policies  Resource Groups  Resource Groups tab

Create Resource Group

Select the pod which contains your vCenter 

and APIC accounts



• Create a Service Offering to define the necessary Service Classes

• Location: Policies  Resource Groups  Service Offering tab

Create Service Offering

Make sure to check the “Override Mandatory Service Class 

Requirement” option. This option allows you to only add the 

Service Classes that we need to the Service Offering, 

rather than having to add all six Service Classes if the 

option is left unchecked

Continue

to next slide to

add Service Classes



• Add a Virtual Compute Service Class to the Service Offering

• Location: within Service Offering

Add Virtual Compute Service Class

Choose “Virtual Compute” Service Class

Continue to

add additional

Service Classes



• Add a Virtual Network Service Class to the Service Offering

• Location: within Service Offering

Add Virtual Network Service Class

Choose “Virtual Network” Service Class

Continue to

add additional

Service Classes



• Add a Virtual Storage Service Class to the Service Offering

• Location: within Service Offering

Add Virtual Storage Service Class

Choose “Virtual Storage” Service Class

Continue to

complete Service

Offering creation



• Submit the completed Service Offering with three Service Classes defined

• Location: within Service Offering

Submit Service Offering

Make sure all three “Virtual-based” Service 

Classes show up the Service Offering 



• Create a Tenant Profile to designate which Resource Group(s) should be used against which 
Service Offering(s)

• Location: Policies  Resource Groups  Tenant Profile tab

Create Tenant Profile

Select Service Offering created earlier

Select “Admin Selection”

Continue to

complete Tenant

Profile creation



Create Tenant Profile (contd.)

Select Service Offering created earlier

Select Resource Group created earlier



• Create an IP Subnet Pool Policy which will be used to reserve IP Subnets for each tenant 
onboarded

• Location: Policies  Virtual/Hypervisor Policies  Network  IP Subnet Pool Policy tab

Create Tenant IP Subnet Pool Policy

Supernet which will be split into subnets

Subnet mask of the entire Supernet

How many equal subnets should the Supernet be split into

Address to be to gateway for each subnet

Do you want to allow IP Subnets to overlap…and if so…

…at what scope do you want to allow overlap



• Create a reusable orchestration workflow to onboard tenants into UCS Director 

• Location: Policies  Orchestration  Workflows

Create Tenant Onboarding Workflow

Selection location where you 

want to save the new workflow

Continue to finish

creating new

workflow



Create Tenant Onboarding Workflow (contd.)

Leave blank…

Continue to add

necessary tasks

to workflow

Leave blank…you will add 

workflow inputs later…



• Drag and drop the “Create UCD Tenant” task from the task library into the newly created tenant 
onboarding workflow. The task wizard will automatically open to configure inputs and outputs for the 
task.

• Location: within Tenant Onboarding workflow

Add “Create UCSD Tenant” Task

Create UCSD Tenant

+

Drag and 

drop…

Continue to 

configure task 

inputs and outputs



Add “Create UCSD Tenant” Task (contd.)

Use the “+” to add a new workflow input

Use the “+” to add a new workflow input

Use the “+” to add a new workflow input



Add “Add Group” Task

• Drag and drop the “Add Group” task from the task library into the newly created tenant onboarding 
workflow. The task wizard will automatically open to configure inputs and outputs for the task.

• Location: within Tenant Onboarding workflow

Add Group

+

Drag and 

drop…

Continue to 

configure task 

inputs and outputs



Add “Add Group” Task (contd.)

Use existing workflow 

input

Use the “+” to add a 

new workflow input



• Drag and drop the “Tenant Resource Allocation” task from the task library into the newly created 
tenant onboarding workflow. The task wizard will automatically open to configure inputs and outputs 
for the task.

• Location: within Tenant Onboarding workflow

Add “Tenant Resource Allocation” Task

Tenant Resource Allocation

+

Drag and 

drop…

Continue to 

configure task 

inputs and outputs



Add “Tenant Resource Allocation” Task 
(contd.)

!!! IMPORTANT !!!

• UCS Director tenant must exist as a prerequisite for users to provision application containers with 
ACI

• For a tenant to provision a basic application container with Cisco ACI and VMware vCenter as the 
VMM Domain, the following example (slides) shows the resources that must be mapped into a UCS 
Director tenant within the “Tenant Resource Allocation” task

• For advanced application containers, i.e. including connections to an L2, L3 or Shared L3 Out or 
L4-L7 Services, please see the Appendix section for a list of any additional resources that are 
required to be mapped to the tenant within the “Tenant Resource Allocation” task



Add “Tenant Resource Allocation” Task 
(contd.)
Resource (Input) Label
(in “Tenant Resource Allocation” task)

UCS Director Input Type Description

Tenant Generic Text Input The name of the UCS Director tenant to which the resources will be allocated

Resource Group Generic Text Input The name of the Resource Group associated with the UCS Director tenant

Service Offering Resource Group Service Offering The Service Offering associated with the UCS Director tenant

User Group User Group The UCS Director user group that should be associated with the UCS Director tenant.

NOTE: The user group name must match the UCS Director tenant and APIC tenant name.

Tenant IP Subnet Pool Policy ID IP Subnet Pool Policy Identity The UCS Director IP Subnet Pool Policy from which IP Subnets will be reserved for each 

provisioned application network tier/EPG that does not require external connectivity

VMware vCenter VMware Account Selector The VMware vCenter account in UCS Director where the application VMs will be 

provisioned

VMware Cluster VMware Cluster Identity The VMware ESXi Cluster within the Vmware vCenter account in UCS Director where the 

application VMs will be provisioned

Resource Pool VMware Resource Pool Identity The VMware Resource Pool within the Vmware ESXi Cluster where the application VMs will 

be provisioned

Data Store Vmware Datastore Identity The VMware Datastore where the application VMs will be provisioned

APIC Account Name APIC Device Identity The APIC account in UCS Director where the application network profile will be provisioned

Tenant Private Network Name APIC Device Tenant Private Network Identity The Private Network (VRF) provisioned in APIC for the specific tenant

DV Switch VMware DVSwitch Name The Distributed Virtual Switch which is associated with and created by the association of the 

VMware vCenter and ACI Fabric VMM Domain
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Add “Tenant Resource Allocation” Task 
(contd.)

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use the “+” to add a 

new workflow input

Use input from 

previous task

Use input from 

previous task

Use input from 

previous task

Use input from 

previous task

NOTE: This graphic shows only those inputs required for basic application provisioning within the “Tenant Resource Allocation” task!



• Drag and drop the “Tenant Container Association” task from the task library into the newly created 
tenant onboarding workflow. The task wizard will automatically open to configure inputs and outputs 
for the task.

• Location: within Tenant Onboarding workflow

Add “Tenant Container Association” Task

Tenant Container Association

+

Drag and 

drop…

Continue to 

configure task 

inputs and outputs



Add “Tenant Container Association” Task

Use existing workflow 

input

Use existing workflow 

input



• Your tenant onboarding workflow should now look like the graphic below. Before closing the 
workflow, use the “Validate” action button to ensure no mandatory inputs are missing. Close the 
workflow once validated.

• Location: within Tenant Onboarding workflow

Validate Tenant Onboarding Workflow



The tenant onboarding workflow built in 
this example assumes that all required 
tenant resources already exist and are 
simply identified at workflow execution 
time as workflow inputs 



• At this point, the tenant onboarding workflow is configured to prompt the user for all inputs at 
execution time

• Location: Policies  Orchestration  Highlight the tenant onboarding workflow and click “Edit” 
Click “Next” to get to the “Edit User Inputs” page of the workflow

Review Required Workflow Inputs

All user inputs required

at execution time

Resource related user inputs for basic

application container provisioning, assumption

that these resources already exist



If resource provisioning is required as 
part of the tenant onboarding workflow, 
provisioning tasks can be added to the 
workflow as needed.



Tenant Onboarding:
“Day 1” Procedure



The following section details the steps 
performed in UCS Director to onboard 
a new tenant



• Execute the tenant onboarding workflow and provide the necessary workflow inputs

• Location: Policies  Orchestration  Workflows

Execute Tenant Onboarding Workflow



Appendix



Application Container 
Tenant Resource 
Requirements



• The following slides depict the mandatory resources that must be 
allocated to a tenant for basic application container provisioning as 
well as Shared L3 Out connectivity options

• Resources are allocated to tenants by leveraging the “Tenant 
Resource Allocation” workflow task during tenant onboarding

Required Tenant Resources for Application 
Provisioning



• One or more network tiers/EPGs

• One or more VMs per tier/EPG

• No L2, L3 or Shared L3 Out 
(“External Routed Network”) 
connectivity

Required Tenant Resources for “Basic” App 
Container Provisioning



Required Tenant Resources for “Basic” App 
Container Provisioning
Resource (Input) Label
(in “Tenant Resource Allocation” task)

UCS Director Input Type Description

Tenant Generic Text Input The name of the UCS Director tenant to which the resources will be allocated

Resource Group Generic Text Input The name of the Resource Group associated with the UCS Director tenant

Service Offering Resource Group Service Offering The Service Offering associated with the UCS Director tenant

User Group User Group The UCS Director user group that should be associated with the UCS Director tenant.

NOTE: The user group name must match the UCS Director tenant and APIC tenant name.

Tenant IP Subnet Pool Policy ID IP Subnet Pool Policy Identity The UCS Director IP Subnet Pool Policy from which IP Subnets will be reserved for each 

provisioned application network tier/EPG that does not require external connectivity

VMware vCenter VMware Account Selector The VMware vCenter account in UCS Director where the application VMs will be 

provisioned

VMware Cluster VMware Cluster Identity The VMware ESXi Cluster within the Vmware vCenter account in UCS Director where the 

application VMs will be provisioned

Resource Pool VMware Resource Pool Identity The VMware Resource Pool within the Vmware ESXi Cluster where the application VMs will 

be provisioned

Data Store Vmware Datastore Identity The VMware Datastore where the application VMs will be provisioned

APIC Account Name APIC Device Identity The APIC account in UCS Director where the application network profile will be provisioned

Tenant Private Network Name APIC Device Tenant Private Network Identity The Private Network (VRF) provisioned in APIC for the specific tenant

DV Switch VMware DVSwitch Name The Distributed Virtual Switch which is associated with and created by the association of the 

VMware vCenter and ACI Fabric VMM Domain

R
e
s
o

u
rc

e
s
 r

e
q

u
ir

e
d

 f
o

r 
b

a
s
ic

 a
p

p
li
c
a

ti
o

n
 c

o
n

ta
in

e
rs

S
ta

n
d

a
rd

 t
e

n
a

n
t

re
la

te
d

 i
n

p
u

ts



Application Container with…

• One or more network tiers/EPGs

• One or more VMs per tier/EPG

• Shared L3 Out connectivity

Required Tenant Resources for “Basic” App 
Container Provisioning + Shared L3 Out



Required Tenant Resources for “Basic” App 
Container Provisioning + Shared L3 Out
Resource (Input) Label

(in “Tenant Resource Allocation” task)

UCS Director Input Type Description

Tenant Generic Text Input The name of the UCS Director tenant to which the resources will be allocated

Resource Group Generic Text Input The name of the Resource Group associated with the UCS Director tenant

Service Offering Resource Group Service Offering The Service Offering associated with the UCS Director tenant

User Group User Group The UCS Director user group that should be associated with the UCS Director tenant.

NOTE: The user group name must match the UCS Director tenant and APIC tenant name.

Tenant IP Subnet Pool Policy ID IP Subnet Pool Policy Identity The UCS Director IP Subnet Pool Policy from which IP Subnets will be reserved for each provisioned application network 

tier/EPG that does not require external connectivity

VMware vCenter VMware Account Selector The VMware vCenter account in UCS Director where the application VMs will be provisioned

VMware Cluster VMware Cluster Identity The VMware ESXi Cluster within the Vmware vCenter account in UCS Director where the application VMs will be 

provisioned

Resource Pool VMware Resource Pool Identity The VMware Resource Pool within the Vmware ESXi Cluster where the application VMs will be provisioned

Data Store Vmware Datastore Identity The VMware Datastore where the application VMs will be provisioned

APIC Account Name APIC Device Identity The APIC account in UCS Director where the application network profile will be provisioned

Tenant Private Network Name APIC Device Tenant Private Network Identity The Private Network (VRF) provisioned in APIC for the specific tenant

DV Switch VMware DVSwitch Name The Distributed Virtual Switch which is associated with and created by the association of the VMware vCenter and ACI 

Fabric VMM Domain

Unique IP Subnet Pool Policy ID IP Subnet Pool Policy Identity The UCS Director IP Subnet Pool Policy from which IP Subnets will be reserved for each provisioned application network 

tier/EPG that requires connectivity to a shared L3 Out. IP subnets can not overlap for those tiers that access Shared L3Out

APIC External Network(Shared L3 Out) APIC Device Tenant External Network In Outside Network 

Identity

The shared L3 Out External Routed Network configured in APIC in the “common” tenant

APIC Contract(Shared L3 Out) APIC Device Tenant Contract to External Network Identity The APIC contract which is configured in the “common” APIC tenant and is being provided by the Shared L3 Out External 

Routed Network which also resides in the “common” tenantR
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ACI Fabric Configuration 
Prerequisites for Tenant 
Onboarding



• ACI Leaf and Spine nodes discovered and configured in ACI fabric 
through APIC

• VMware vCenter VMM Domain configured in APIC

• UCS Physical Domain configured in APIC

• Using UCS B-Series blades in this example

ACI Fabric Pre-requisite Checklist


